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### Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Element Area</td>
</tr>
<tr>
<td>E</td>
<td>Young's modulus of elasticity</td>
</tr>
<tr>
<td>G</td>
<td>modulus of rigidity</td>
</tr>
<tr>
<td>i</td>
<td>unit vector in x direction</td>
</tr>
<tr>
<td>j</td>
<td>unit vector in y direction</td>
</tr>
<tr>
<td>k</td>
<td>unit vector in z direction</td>
</tr>
<tr>
<td>k</td>
<td>stiffness component</td>
</tr>
<tr>
<td>L_{1,etc}</td>
<td>area coordinate</td>
</tr>
<tr>
<td>L_{x,etc}</td>
<td>length dimension</td>
</tr>
<tr>
<td>N</td>
<td>shape function</td>
</tr>
<tr>
<td>P</td>
<td>nodal load component</td>
</tr>
<tr>
<td>q</td>
<td>distributed load</td>
</tr>
<tr>
<td>r</td>
<td>radial cylindrical polar coordinate</td>
</tr>
<tr>
<td>t</td>
<td>element thickness</td>
</tr>
<tr>
<td>u</td>
<td>displacement component in x direction</td>
</tr>
<tr>
<td>U</td>
<td>strain energy</td>
</tr>
<tr>
<td>v</td>
<td>displacement component in y direction</td>
</tr>
<tr>
<td>w</td>
<td>displacement component in z direction</td>
</tr>
<tr>
<td>w_i</td>
<td>weighting function for numerical integration</td>
</tr>
<tr>
<td>W</td>
<td>work done by external loads</td>
</tr>
<tr>
<td>x</td>
<td>cartesian coordinate</td>
</tr>
<tr>
<td>y</td>
<td>cartesian coordinate</td>
</tr>
<tr>
<td>z</td>
<td>cartesian coordinate / axial cylindrical polar coordinate</td>
</tr>
<tr>
<td>{a}</td>
<td>displacement vector</td>
</tr>
<tr>
<td>[B]</td>
<td>strain shape function matrix</td>
</tr>
<tr>
<td>[C]</td>
<td>cofactor matrix</td>
</tr>
<tr>
<td>[D]</td>
<td>elasticity matrix</td>
</tr>
<tr>
<td>{f}</td>
<td>nodal force vector</td>
</tr>
<tr>
<td>[J]</td>
<td>Jacobian matrix</td>
</tr>
<tr>
<td>[K]</td>
<td>stiffness matrix</td>
</tr>
<tr>
<td>[N]</td>
<td>shape function matrix</td>
</tr>
<tr>
<td>a</td>
<td>coefficient of assumed solution polynomial</td>
</tr>
<tr>
<td>\gamma</td>
<td>shear strain component</td>
</tr>
<tr>
<td>\delta</td>
<td>Kronecker delta</td>
</tr>
<tr>
<td>\varepsilon</td>
<td>direct strain components</td>
</tr>
<tr>
<td>\zeta</td>
<td>intrinsic coordinate</td>
</tr>
<tr>
<td>\eta</td>
<td>intrinsic coordinate</td>
</tr>
<tr>
<td>\theta</td>
<td>cylindrical polar coordinate</td>
</tr>
<tr>
<td>\nu</td>
<td>Poisson's ratio</td>
</tr>
<tr>
<td>Notation</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>$\xi$</td>
<td>intrinsic coordinate</td>
</tr>
<tr>
<td>$\Pi$</td>
<td>total potential energy</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>direct stress component</td>
</tr>
<tr>
<td>$\tau$</td>
<td>shear stress component</td>
</tr>
<tr>
<td>${\varepsilon}$</td>
<td>strain vector</td>
</tr>
<tr>
<td>${\sigma}$</td>
<td>stress vector</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>Lagrangian operator</td>
</tr>
</tbody>
</table>
1 Introduction

1.1 What is finite element analysis (FEA)?

Finite element analysis is a method of solving, usually approximately, certain problems in engineering and science. It is used mainly for problems for which no exact solution, expressible in some mathematical form, is available. As such, it is a numerical rather than an analytical method. Methods of this type are needed because analytical methods cannot cope with the real, complicated problems that are met with in engineering. For example, engineering strength of materials or the mathematical theory of elasticity can be used to calculate analytically the stresses and strains in a bent beam, but neither will be very successful in finding out what is happening in part of a car suspension system during cornering. One of the first applications of FEA was, indeed, to find the stresses and strains in engineering components under load. FEA, when applied to any realistic model of an engineering component, requires an enormous amount of computation and the development of the method has depended on the availability of suitable digital computers for it to run on. The method is now applied to problems involving a wide range of phenomena, including vibrations, heat conduction, fluid mechanics and electrostatics, and a wide range of material properties, such as linear-elastic (Hookean) behaviour and behaviour involving deviation from Hooke's law (for example, plasticity or rubber-elasticity).

1.2 The user's view

Many comprehensive general-purpose computer packages are now available that can deal with a wide range of phenomena, together with more specialised packages for particular applications, for example, for the study of dynamic phenomena or large-scale plastic flow. Depending on the type and complexity of the analysis, such packages may run on a microcomputer or, at the other extreme, on a supercomputer.

FEA is essentially a piece-wise process. It can be applied to one-dimensional problems, but more usually there is an area or volume within which the solution is required. This is split up into a number of smaller areas or volumes, which are called finite elements. Figure 1 shows a two-dimensional model of a spanner that has been so divided: the process is called discretisation, and the assembly of elements is called a mesh.
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Elements can be of various shapes (as shown in Figure 2), in two dimensions, quadrilateral or triangular, and in three-dimensions, brick-shaped (hexahedral), wedge-shaped (pentahedral) or tetrahedral. This is, of course, not an exhaustive list.

If we confine our discussion to linear elastic analysis for the moment, then the quantity, that is, as a rule, first found in the analysis is the displacement at series of points called nodes. The nodes are at the corners of the elements and, depending on the element type, possibly at the midsides of the elements or even within the element. Nodes on the boundaries of adjacent elements must belong to the elements that meet there: examples of permitted and forbidden meshes are shown in Figure 3a and Figure 3b respectively. The analysis calculates the displacement at the nodes for the particular loading applied to the FE model.
The displacement of each point within an element is fixed by the values of the displacements of the nodes of the element, that is, it is a function of the nodal displacements.

In this way, the problem of finding the displacement of every point within the body is replaced by the problem of finding the displacements of a finite number of points, namely, the nodes. The displacement of each point is then defined in terms of the displacements of the nodes of the element to which the point belongs. If we are considering a two-dimensional model, then the displacement of each node consists of two components, one parallel to a reference x-axis and a second parallel to the y-axis; these are called degrees of freedom. Each node in this case has two degrees of freedom associated with it: for a three-dimensional brick-shaped element, the figure would be three. If there are \( n \) nodes, then the total number of degrees of freedom to be determined is, in the FE model, \( n \times (\text{number of degrees of freedom per node}) \), as compared with an infinite number in the actual component. The computer time and the cost of the analysis naturally increase as the number of degrees of freedom of the model is increased.

Having calculated the nodal displacements, the program then goes on to find the corresponding strains and, from the strains, the stresses are computed. All this information is made ready for the user to examine.

So what will the user of a modern FE package find him/herself required to do? There are generally three stages.

### 1.2.1 Pre-processing

Pre-processing is concerned with the creation of the model and the definition of the way in which it is to be loaded. The pre-processor includes a graphics package that enables the user to build up the model of the component to be analysed and to display the model on the computer screen. The successfulness of the entire analysis is largely determined at this stage by the skill of the user in...
determining what simplifications (if any) are to be introduced into the model as compared with the 
‘real thing’ and by the choice of the mesh and type of element to be used. Appropriate mechanical 
or physical properties must be allocated to the material of which the model is made and loads and 
possibly any restriction to the movement of certain nodes (restraints) must be applied.

The geometrical and other data produced by the pre-processor go into an input file (or deck, a term 
left over from the days when the input to a computer was in the form of a stack or deck of punched 
cards). It may be necessary to add to the input file other information about the way in which the 
analysis is to be carried out and about the type of output (results) required: for example, are the 
stresses to be determined throughout the model or - which would reduce the computing time and cost 
- only in a few selected elements? When the input file is complete it is then submitted for analysis. 
It is, of course, possible to produce the input file without the use of pre-processor if the model is 
particularly simple. In other cases, if the software permits, the geometric information for the model 
may be taken in by the pre-processor from a CAD (computer-aided design) package.

1.2.2 Analysis

The analysis part of the FE package takes in the input file, carries out certain checks on the 
information contained therein and then, if there are no errors in the input file, the analysis is carried 
out and output files are produced. These contain an enormous amount of information if the analysis 
is at all complex. These files can be examined and the relevant information extracted but, as a rule, 
there is so much information that it needs to be presented to the user in a more intelligible and user-
friendly manner. This is the job of the post-processor. The pre- and post-processor are essentially the 
same software package.

1.2.3 Post-processing

The post-processor takes in the information from the output files and can present it to the user in a 
range of different graphical and tabular forms. For example, depending on the facilities available, 
colour may be used to indicate the value of some component of stress on the surface of the 
component, or contour lines of equal stress may be drawn as in Figure 4, or similar forms of display 
may be produced on sections through the model.
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Figure 4: Output from post-processor, contours of stress values.

As in the pre-processor, the model may be rotated and examined from different viewpoints.

1.3 The FE developer's view

For the developer of the analysis programs used in FEA, the starting point is represented by the equations - ordinary differential equations or partial differential equations - that govern the phenomena to be modelled. FEA is then one method of providing numerical solutions to these equations when analytical solutions are not available. Much of the advanced work in this field is not accessible to the non-expert, partly because of its complexity but also because of the technical manner of its presentation. This introduction will try to give some idea of the methods underlying the formulation of finite-element approaches to different types of problems; an appreciation of this material is vital in understanding the limitations and applications of the different types of element available to the user of FE packages, and in selecting the element type and mesh geometry appropriate to particular problems.

Once the equations for the FE formulation of a problem have been produced, there is then the question of providing procedures, algorithms, to solve the equations with the minimum of computer time. Some control may be given in the software package for the experienced user to influence the way in which the analysis is carried out, but usually an automatic procedure is followed. We shall not deal with this aspect of FEA in any detail.
2 The Ideas of FEA

2.1 The engineering approach

As an example of the ideas used in FEA, let us consider first a two-dimensional example in linear elasticity and think about the general strategy used in solving it. Figure 5 shows a flat plate subjected to forces applied to its edge, the forces being in the plane of the plate. The plate is divided up into triangular elements - the finite elements in Figure 1. The nodes and elements are numbered. Let us focus attention on one element Figure 6, the element numbered $e$ with nodes numbered $i$, $j$ and $m$.

![Figure 5: Flat plate subjected to in-plane forces at points on the boundary.](image)

The element is imagined to communicate with its neighbours by forces applied to its nodes. At node $i$, for example, the force $\{F\}_i$ has two components, $U_i$ and $V_i$, parallel to the $x$ and $y$ axes respectively. The set of all six components of force is represented by a vector of nodal forces, $\{F\}_e$. 

![Figure 6: Triangular element with degrees of freedom](image)
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\[
\{F\}_e = \begin{bmatrix}
    F_1 \\
    F_2 \\
    F_3 \\
    F_4
\end{bmatrix}
\]  

(1)

where,

\[
\{F\}_e = \begin{bmatrix}
    U_j \\
    V_j
\end{bmatrix}
\]  

(2)

and so on, so that,

\[
\{F\}_e = \begin{bmatrix}
    U_j \\
    V_j \\
    U_m \\
    V_m
\end{bmatrix} = [U_{j\cdots m \cdots}]^T
\]  

(3)

Similarly, the displacement of each node has two components, \(u\) and \(v\), displacement of node \(i\) parallel to the \(x\)-axis being denoted by \(u_i\) and that parallel to the \(y\)-axis by \(v_i\). There is thus a vector of nodal displacements, \(\{\delta\}_e^\ast\):  

\[
\{\delta\}_e^\ast = \begin{bmatrix}
    \delta_j \\
    \delta_j \\
    \delta_m \\
    \delta_m
\end{bmatrix}
\]  

(4)

where,

\[
\{\delta\}_e^\ast = \begin{bmatrix}
    \delta_j \\
    \delta_j
\end{bmatrix}
\]  

(5)

and so on, so that,
The nodal forces are dependent on the strains produced in the element by the movement of the nodes. Of course, if all the nodes are displaced by the same vector, then the element is merely translated without strain, and the nodal forces are zero. Similarly, if the movement reduces to a rotation without strain, the nodal forces are also zero. The mechanical properties of the material of which the element is made are needed to make the transition from nodal displacements to nodal forces. We shall go through the derivation in more detail later, but at this stage we shall just state the result that the nodal forces may be related to the nodal displacements by using a $6 \times 6$ matrix, called the **element stiffness matrix**, $[K]$.

$$\{\delta\}^e = \begin{bmatrix} u_j \\ v_j \\ u_m \\ v_m \end{bmatrix} = \begin{bmatrix} u_j \\ v_j \\ u_m \\ v_m \end{bmatrix}^T$$

The dotted lines show the partitioning of the $6 \times 6$ element stiffness matrix into nine $2 \times 2$ submatrices, so that,

$$\{F\}^e = [K]^e \{\delta\}^e$$

The dotted lines show the partitioning of the $6 \times 6$ element stiffness matrix into nine $2 \times 2$ submatrices, so that,

$$\{F\}^e = \begin{bmatrix} k_{11}^e & k_{12}^e & k_{13}^e \\ k_{21}^e & k_{22}^e & k_{23}^e \\ k_{m1}^e & k_{m2}^e & k_{m3}^e \end{bmatrix} \begin{bmatrix} \delta_j \\ \delta_j \\ \delta_m \end{bmatrix}$$

where,
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\[
[k_e] = \begin{bmatrix}
  a_{11} & a_{12} \\
  a_{21} & a_{22}
\end{bmatrix}
\]  

(10)

e tc. It will be shown that the element stiffness matrix is symmetrical.

Once the element stiffness matrices have been calculated, the next procedure is to assemble them to form the assembly or global stiffness matrix for the entire model. To do this, we note that the external force applied to a specific node is shared between all the elements that have that node in common, as can be seen in Figure 7.

![Figure 7: Elements sharing a common node.](image)

The externally applied force \( \{F_i\} \) produces nodal forces \( \{F_i\}_l \), \( \{F_i\}_m \) and \( \{F_i\}_n \) acting on the elements \( l, m \) and \( n \) respectively. For the simple mesh consisting of three elements, shown in Figure 8, the global stiffness matrix would be found as follows from the element stiffness matrices.

![Figure 8: Sample three element FE mesh.](image)

The element stiffness matrices are,

Element 1:
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\[
[X]^1 = \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{bmatrix}
\]

Element 2:

\[
[X]^2 = \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{bmatrix}
\]

Element 3:

\[
[X]^3 = \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{bmatrix}
\]

The global stiffness matrix contains 5x5 submatrices.

\[
[K] = \begin{bmatrix}
1 & 1 & 1 & 0 & 0 \\
1 & 1 + L_{22} & 1 + L_{23} & 0 & 0 \\
1 & 1 + L_{22} & 1 + L_{23} + L_{24} + L_{25} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

In this way, if the vector of external forces applied to the various nodes is \([F_1, F_2, F_5, F_4, F_6]^T\), then,

\[
\begin{bmatrix}
F_1 \\
F_2 \\
F_5 \\
F_4 \\
F_6
\end{bmatrix} = \begin{bmatrix}
F_1^1 + F_2^1 + F_3^1 \\
F_2 + F_2^2 + F_3^2 \\
F_2^5 + F_2^5 + F_2^5 \\
F_2^4 + F_2^4 + F_2^4 \\
F_2^6 + F_2^6 + F_2^6
\end{bmatrix} = [K] \begin{bmatrix}
\xi_1 \\
\xi_2 \\
\xi_5 \\
\xi_4 \\
\xi_6
\end{bmatrix}
\]

Given a complete set of nodal displacements, it is thus possible to solve for the nodal forces: The
more common problem is, however, to solve for the nodal displacements given a set of externally applied forces. In principle, one might expect this to be done by finding the inverse of the global stiffness matrix but, in fact, the global stiffness matrix does not have an inverse. This is essentially because the model is not pinned down to prevent translation and rotation: adequate restraints have to be inserted so that only one set of nodal displacements is possible for the set of imposed nodal forces. Some packages may, however, take care of this if the model is not adequately restrained. The computer is thus faced with the task of solving a set of simultaneous equations, equal in number to the number of degrees of freedom in the model, in order to find the displacements at all the nodes. From the displacements, the strains are then calculated and from the strains, the corresponding stresses.

Before we go on to consider examples of the derivation of element stiffness matrices, we need to deal with two related principles that are widely used to obtain the element stiffness matrices in elastic problems.

### 2.2 The Principles of Virtual Displacement and of Minimum Potential Energy

Consider a particle acted on by a number of forces (Figure 9). Then a virtual displacement of the particle is one that is imagined to be so small that the forces applied to the particle remain unchanged in magnitude and direction.

![Figure 9: Small particle acted on by a number of forces.](image)

In equilibrium, the resultant force acting on the particle is zero. It can be readily shown that the work done by a force is equal to the work done by its components. If we regard the forces acting on the particle as the components of the net force, which is zero, the virtual work done in the virtual displacement must be zero. Representing an elastic body by a system of two particles joined by an elastic spring (Figure 10), a possible virtual displacement is indicated by the vector $\delta s$, involving displacement of the particle 2.
The force exerted by the spring is equal to the spring constant, $k$, multiplied by the extension of the spring, $\Delta$, that is, $k\Delta$. Applying the principle of virtual work, we have,

$$\mathbf{F}_1 \cdot \delta \mathbf{s} + \mathbf{F}_2 \cdot \delta \mathbf{s} + (k\Delta) \cdot \delta \mathbf{s} = \mathbf{0}$$

(16)

where the individual contributions have been given in terms of the appropriate scalar (or dot) product. The term $(k\Delta) \cdot \delta \mathbf{s}$ represents the change in the stored energy in the spring. Thus, in applying the principle of virtual work to an elastic body, we have to take into account the change in the elastic stored energy caused by the virtual displacement.

*Figure 10* shows an elastic body represented by a spring.

Thus the total change in the stored strain energy in the body is found by integrating the strain energy over the entire volume:

$$U = \int_{\text{Vol}} \{\varepsilon\}^T \{\delta \varepsilon\} \, d\text{Vol}$$

(17)

If there are $n$ external forces, each with components in the reference $x$, $y$ and $z$ directions, such as

$$\{ \mathbf{P} \} = [ \mathbf{P}_{1x} \mathbf{P}_{1y} \mathbf{P}_{1z} ]^T$$

(18)

and each undergoes its own virtual displacement

$$\{ \delta \mathbf{s} \} = [ \delta s_{1x} \delta s_{1y} \delta s_{1z} ]^T$$

(19)

then the work done by the external forces equals the increase in the stored energy, by the principle of virtual work:
The left-hand side of equation (20) can be replaced by an integral over an area in the case of distributed loads. Body loads have not been considered. The principle of virtual displacements embodied in equation (20) is used to find nodal forces in formulating element stiffness matrices and in the representation of external distributed forces (the consistent load matrix, Appendix 3).

In equation (20), the left-hand side is the work done by the external forces as a result of the set of virtual displacements: this is the same as saying that it is the loss in the potential energy of the system of external forces, starting from some arbitrary zero. Similarly, the right-hand side is the increase in the potential energy of the elastic body, if we call, $\Pi$ the potential energy of the system consisting of the external forces and the elastic body, then we see that

$$d\Pi = -\sum_{j=1}^{n} \{P_j\}^T \{\delta e_j\} + \int_{\Omega} \{\sigma\}^T \{\delta e\} \, d\Omega = 0$$

That is, in the equilibrium condition, the potential energy of the system has an extreme value - a maximum or a minimum. Stable equilibrium corresponds to $\Pi$ being a minimum.

### 2.3 Shape Functions

It has been stated that the displacement of any point within an element is a function of the nodal displacements and of the position of the point. This is expressed by means of shape functions, so that, for any point $P$ (Figure 6) with coordinates $(x, y)$,

$$\mathbf{u} = N_i u_i + N_j u_j + N_m u_m = \{N\} \{u\}$$
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where,

\[
\{N\}^T = [N_j \quad N_i \quad N_m]
\]  \hspace{1cm} (23)

and,

\[
\{u\}^T = [u_j \quad u_i \quad u_m]
\]  \hspace{1cm} (24)

Each shape function is a function of position, \(N_j = N_j(x,y)\).

What conditions must shape functions fulfil?

1. At a node, we know what the displacement should be in terms of the nodal displacements: at node \(i\), it is \(\{\delta_i\}\). So, for example,

\[
u_j = N_j u_j + N_i u_i + N_m u_m
\]  \hspace{1cm} (25)

This is true for any value that the nodal displacements may have, and so \(N_j\) is equal to 1 at node \(i\) and is zero at all the other nodes. The same is true of all the other shape functions:

\[
N_j(x,y) = \begin{cases} 
1 & \text{for } q = p \\
0 & \text{for } q \neq p
\end{cases}
\]  \hspace{1cm} (26)

2. The displacement needs to be continuous at the boundary between one element and its neighbours. In Figure 6, along the boundary \(jm\), for example, the displacement at a point must depend only on the nodal displacements at the end of the boundary (and the position of the point). If it were to depend on \(\{\delta_i\}\) in element \(e\), then it would also depend on \(\{\delta_i\}\) in element \(f\), and since, in general, \(\{\delta_i\} \neq \{\delta_i\}\), the displacement would not be continuous across the boundary. So the shape function, \(N_j\), must be zero along the boundary \(jm\), and similarly for \(N_i\) and \(N_m\) along the boundaries \(im\) and \(ij\) respectively. The shape function corresponding to a node is thus zero along a boundary not including that node.

3. The shape functions should be able to represent translation,

\[
\{\delta\} = \{\delta_i\} + \{\delta_e\} + \{\delta_m\}
\]  \hspace{1cm} (27)

without distortion. All points in the element should be displaced by the same amount as the nodes,

\[
\{\delta\} = \{\delta_i\} = \{\delta_i\} + \{\delta_m\}
\]  \hspace{1cm} (28)

But,

\[
\{\delta\} = N_j\{\delta_i\} + N_i\{\delta_i\} + N_m\{\delta_e\} = (N_j + N_i + N_m)\{\delta_i\}
\]  \hspace{1cm} (29)
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This condition requires that $N_i + N_j + N_m = 1$ for all points in the element.

4. The shape functions should be able to represent rotation without distortion. Figure 12 shows the point $P$ with coordinates $(x, y)$ subjected to a small rotation about the origin, causing it to move through a distance $r\theta$.

![Figure 12: Point subjected to a small rotation](image)

The component of the displacement in the $x$ direction, $u$, is given by,

$$u = -x\theta \sin \varphi$$

and since

$$\sin \varphi = \frac{y}{r}$$

equation (30) can be written as

$$u = -y\theta$$

Similarly for the nodal displacements:

$$u_i = -y_i\theta$$

$$u_j = -y_j\theta$$

$$u_m = -y_m\theta$$

By substituting these values into equation (22), we obtain

$$u = N_i u_i + N_j u_j + N_m u_m = -y\theta$$

Hence by making use of equation (33),

$$y = N_i y_i + N_j y_j + N_m y_m$$

and similarly,
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\[ x = N_j x_j + N_k x_k + N_m x_m \]  \hspace{1cm} (36)

For the triangular element, suitable shape functions are the so-called area shape functions (Figure 13): for example,

\[ N_j = \frac{\text{area} \Delta \text{ imp}}{\text{area} \Delta \text{ imp}} \]  \hspace{1cm} (37)

The shape functions \( N_j, N_k, \) and \( N_m \) clearly satisfy the first three conditions given above, and it can also be shown that they satisfy the fourth.

![Figure 13: Area shape functions for a triangular element.](image)

**2.4 Relationship between displacement and strain**

It can be shown (see Appendix 1) that the strains \( e_x, e_y, \) and \( \gamma_{xy} \) at any point in a two-dimensional state of strain are given by:

\[ e_x = \frac{\partial u}{\partial x} \]

\[ e_y = \frac{\partial v}{\partial y} \]  \hspace{1cm} (38)

\[ \gamma_{xy} = \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \]
but we have from equation (22)

\[
\begin{bmatrix}
\frac{\partial N_1}{\partial x} & 0 & \frac{\partial N_2}{\partial x} & 0 & \frac{\partial N_3}{\partial x} & 0
\end{bmatrix}
\begin{bmatrix}
N_1 & 0 & N_2 & 0 & N_3 & 0
\end{bmatrix}
\begin{bmatrix}
u_x
\nu_y
\end{bmatrix}
\begin{bmatrix}
u_x
\nu_y
\end{bmatrix}
\]

so that, by substituting for \( \{ u, v \} \) in equation (39) and performing the matrix multiplication, we obtain

\[
\begin{bmatrix}
\frac{\partial N_1}{\partial x} & 0 & \frac{\partial N_2}{\partial x} & 0 & \frac{\partial N_3}{\partial x} & 0
\end{bmatrix}
\begin{bmatrix}
N_1 & 0 & N_2 & 0 & N_3 & 0
\end{bmatrix}
\begin{bmatrix}
u_x
\nu_y
\end{bmatrix}
\begin{bmatrix}
u_x
\nu_y
\end{bmatrix}
\]

or

\[
\begin{bmatrix}
\frac{\partial N_1}{\partial x} & 0 & \frac{\partial N_2}{\partial x} & 0 & \frac{\partial N_3}{\partial x} & 0
\end{bmatrix}
\begin{bmatrix}
\frac{\partial N_1}{\partial y} & \frac{\partial N_2}{\partial y} & \frac{\partial N_3}{\partial y} & \frac{\partial N_4}{\partial y}
\end{bmatrix}
\begin{bmatrix}
u_x
\nu_y
\end{bmatrix}
\begin{bmatrix}
u_x
\nu_y
\end{bmatrix}
\]

or

\[
\{ \varepsilon \} = [B] \{ \delta \}
\]

where \([B]\) is called the strain-displacement matrix.

The strains, in turn, are related to the stresses, \(\sigma_x, \sigma_y, \text{ and } \tau_{xy}\), by the elasticity matrix \([D]\). For conditions of plane stress (that is, with no stress perpendicular to the plane in which the displacements occur) and with isotropic elasticity
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\[
\{\sigma\} = \begin{bmatrix} \sigma_x \\ \sigma_y \\ \tau_{xy} \end{bmatrix}, \quad \begin{bmatrix} 1 & v & 0 \\ v & 1 & 0 \\ 0 & 0 & \frac{1-v}{2} \end{bmatrix} [\varepsilon] = [D] [\delta] \tag{43}
\]

where \( E \) is Young's modulus and \( v \) is Poisson's ratio. It can be shown that, even if the material exhibits anisotropic (but linear) elasticity, the matrix \([D]\) is always symmetrical \((\text{Appendix } 2)\).

Combining equation (42) and equation (43), we see that

\[
\{\sigma\} = [D] [\varepsilon] \tag{44}
\]

The stresses and strains throughout the element can thus be expressed in terms of the nodal displacements \(\{\delta\}^\ast\). We can now proceed to evaluate the nodal forces in terms of the nodal displacements by using either the principle of virtual displacements or the principle of minimum potential energy.

### 2.5 Use of the Principle of Virtual Displacements

Imagine that a set of virtual nodal displacements \(\{\delta\}^\ast\) is applied. Since we consider that the deformation of the element is caused by the nodal forces \((6)\), we equate the virtual work done by these forces when the nodes undergo their virtual displacements to the increase in the elastic potential energy of the element, that is,

\[
\{\delta^\ast\}^T \{ F \}^\ast = U_1 \delta u_1 + \ldots + V_m \delta v_m = \int_{\text{Vol}} \\{ \varepsilon \}^T \{ \sigma \} d \text{Vol} \tag{45}
\]

where \(\{ \varepsilon \}\) represent the virtual strains caused by the virtual nodal displacements \(\{\delta\}^\ast\). In general, \(\{ \varepsilon \}\) will be a function of position within the element, although in this particular case, both stress and strain are constant over the element.

Now it was shown in equation (44) that the stress is related to the displacements by the following relationship,

\[
\{\sigma\} = [D] [\varepsilon] \tag{46}
\]

and,
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\( \{\delta^e\}_e^T = \{\delta^e\}_e^T [B]^T \)  \hspace{1cm} (47)

Hence,

\[ \int_{Vol} \{\delta^e\}_e^T \{\delta^e\}_e^T [B]^T \{\delta^e\}_e^T \, dVol = \int_{Vol} \{\delta^e\}_e^T [B]^T [B] \{\delta^e\}_e^T \, dVol \]  \hspace{1cm} (48)

The nodal displacements are not functions of position and can therefore be moved outside the integral sign, thus equation (48) can be written as,

\[ \int_{Vol} \{\delta^e\}_e^T \{\delta^e\}_e^T [B]^T \{\delta^e\}_e^T \, dVol = [\delta^e]^T \int_{Vol} [B]^T [B] \{\delta^e\}_e^T \, dVol \]  \hspace{1cm} (49)

Since this is true for any arbitrary set of \( \{\delta^e\}_e^T \), we have, from equation (45)

\[ \{X\}_e^T = \int_{Vol} [B]^T [D] [B] \, dVol \{\delta^e\}_e^T \]  \hspace{1cm} (50)

Now, from the definition of the element stiffness matrix,

\[ \{X\}_e^T = [K]_e^T \{\delta^e\}_e^T \]  \hspace{1cm} (51)

by comparing equation (50) with equation (51), we have,

\[ [K]_e^T = \int_{Vol} [B]^T [D] [B] \, dVol \]  \hspace{1cm} (52)

For the element illustrated, \( u \) and \( v \) are linear functions of \( x \) and \( y \). The strains, which are found by differentiation \( u \) and \( v \) with respect to \( x \) and \( y \) (equation (38)) are therefore constant, as are the stresses. \( [B]^T [D] [B] \) is thus a constant. The components of \( [K]_e^T \) are therefore the components of \( [B]^T [D] [B] \), multiplied by the volume of the element. In other elements, where the shape functions include higher powers of \( x \) and \( y \) (for example, quadratic and cubic elements), this will not be true and numerical methods of integration are frequently used. Note that \( [K]_e^T \) must be symmetrical. To show this, we need to demonstrate that \( [K]_e^T = [K]_e^T \). Now,

\[ [B]^T [D] [B] \]  \hspace{1cm} (53)

because \( [D] \) is symmetrical. Since \( [K]_e^T \) is found by integrating a symmetrical matrix term by term, it is itself symmetrical.
2.6 Use of the Principle of Minimum Potential Energy

The elastic energy (Appendix 2) stored per unit volume of a deformed body is,

\[ U = \frac{1}{2} \{ e \}^T \Sigma \{ e \} \quad (54) \]

In the system consisting of the triangular element and the nodal forces, let us take the zero of potential energy to be when the points of application of the nodal forces are at the respective nodes in the undeformed element. Then the potential energy of the system is,

\[ \Pi = - \{ \delta \}^T \{ \delta \} + \frac{1}{2} \int_{\text{Vol}} \{ \delta \}^T [B]^T [D] [B] \{ \delta \} \, d\text{Vol} \quad (55) \]

Substituting from equations (39) and (44) gives,

\[ \Pi = - \{ \delta \}^T \{ \delta \} + \frac{1}{2} \int_{\text{Vol}} \{ \delta \}^T [B]^T [D] [B] \{ \delta \} \, d\text{Vol} \quad (56) \]

where \{\delta\}^T and \{\delta\} can be taken outside the integral since they are constant over the element. Thus equation (56) can be written as,

\[ \Pi = - \{ \delta \}^T \{ \delta \} + \frac{1}{2} \int_{\text{Vol}} [B]^T [D] [B] d\text{Vol} \{ \delta \} \quad (57) \]

Let us denote the square 6x6 matrix in the integral by \[ A \]. That is,

\[ [A] = \int_{\text{Vol}} [B]^T [D] [B] \, d\text{Vol} \quad (58) \]

In equilibrium \Pi is a minimum with respect to any of the nodal displacements; that is,

\[ \frac{\partial \Pi}{\partial u_i} = \frac{\partial \Pi}{\partial v_i} = \cdots = \frac{\partial \Pi}{\partial v_m} = 0 \quad (59) \]

Taking the first of these as an example and noting that,

\[ \frac{\partial u_x}{\partial u_x} = 1 \quad \frac{\partial u_x}{\partial u_y} = 0 \quad \frac{\partial u_x}{\partial u_z} = 0 \quad \frac{\partial u_y}{\partial u_x} = \delta \quad \frac{\partial u_y}{\partial u_y} = 1 \quad \frac{\partial u_y}{\partial u_z} = 0 \quad \frac{\partial u_z}{\partial u_x} = 0 \quad \frac{\partial u_z}{\partial u_y} = 0 \quad \frac{\partial u_z}{\partial u_z} = 1 \]

then,
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\[
\frac{\partial \Pi}{\partial u_j} = 0 = -U_j + \frac{1}{2} \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} [A] \{S\}^e + \frac{1}{2} \{S\}^e [A] \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T \tag{61}
\]

which can be written explicitly as,

\[
\frac{\partial \Pi}{\partial u_j} = -U_j + \frac{1}{2} \{\text{first row of } [A]\} \{S\}^e + \frac{1}{2} \{S\}^e \{\text{first column of } [A]\} \tag{62}
\]

It has been noted in Section 2.5 that \([A]\) is symmetrical and the last two terms in equation (61) are therefore equal, so that,

\[
U_j = \{\text{first row of } [A]\} \{S\}^e \tag{63}
\]

and, in general,

\[
\{P\} = [A] \{S\}^e \tag{64}
\]

By comparing this with equation (51), we see that,

\[
[A]^e = [A] = \int \{A\}^T \{A\} \, dV \tag{65}
\]

and the same result is, of course, obtained as by use of the method of virtual displacement (equation (52)).

In this particular case of the uniform-strain triangular element, since the integrand in equation (64) is a constant, equation (65) may be written as

\[
[A]^e = [E]^T [D] [E] \Delta \times \tag{66}
\]

where \(\Delta\) is the area of the triangular element and \(t\) is its thickness.
3 Variational and Weighted Residual Methods

3.1 Introduction

In Section 2, an approach based on the ideas employed in solid mechanics was used to indicate how the stiffness matrix could be derived for a linear elastic element, and how such matrices could be assembled to represent an entire body. As a result, a global stiffness matrix is obtained that relates the nodal displacements to the applied nodal forces.

The finite-element method is not, however, confined to problems in applied mechanics: it can also be used to solve steady-state field problems (for example, involving a temperature distribution) as well as time-dependent problems (for example, the approach to a transient temperature distribution). It is with the first of these two types of problem that we shall be concerned in this section.

Let us imagine that the problem that we wish to solve is one involving a two-dimensional steady-state temperature distribution: that is, there is one dimension, $z$, along which temperature does not vary. Suppose that the temperature distribution is given on the boundary $\Gamma$ of a certain region, $\Omega$, and we know the rate at which heat is being supplied at all positions in $\Omega$. Our task is to find the temperature distribution throughout $\Omega$. (Other types of boundary condition may be specified, for example, the rate at which heat is flowing into or out of the region across part of the boundary may be fixed). Then if $\{\varphi\}$ is the vector of nodal temperatures and $Q$ is a function defining the heat input, then we seek a matrix expression such that

$$[\mathbf{K}] \{\varphi\} = \{\mathbf{f}\}$$

which gives a system of simultaneous equations that may be solved to find $\{\varphi\}$. By analogy with the nomenclature first used in stress analysis, the matrix $[\mathbf{K}]$ is called the stiffness matrix. The column matrix $\{\mathbf{f}\}$ depends on $Q$ and may incorporate certain of the boundary conditions.

3.2 Governing equations for physical problems

In order to solve the steady-state heat flow problem posed above, we must have some underlying equation that, together with the boundary conditions, must be satisfied by the solution. For the conduction of heat in one dimension,
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\[ q = -k \frac{\partial \phi}{\partial x} \]  

(68)

where \( q \) is the rate of heat flow across a plane normal to the \( x \)-axis, \( \frac{\partial \phi}{\partial x} \) is the temperature gradient and \( k \) is the thermal conductivity. If the material is isotropic, similar equations with the same constant \( k \) apply for heat flow in the \( y \) and \( z \) directions.

Consider the small rectangular block shown in Figure 14. Under steady-state conditions, the heat flowing out across the faces of the block equals the rate at which heat is being fed into the block, namely, \( Q \delta x \delta y \delta z \) where \( Q \) is the volumetric rate of heat input. In the \( x \)-direction, the heat flowing into the block across face 1 is

\[ -k \frac{\partial \phi}{\partial x} \delta y \delta z \]  

(69)

and that flowing out of the block across face 2 is

\[ -k \left[ \frac{\partial \phi}{\partial x} + \delta x \frac{\partial^2 \phi}{\partial x^2} \right] \delta y \delta z \]  

(70)

The net outflow of heat in the \( x \)-direction is thus

\[ -k \frac{\partial^2 \phi}{\partial x^2} \delta x \delta y \delta z \]  

(71)

and the heat balance for the entire block is...
3.3 Variational Methods

In the previous section, we have tried to show, with steady-state heat conduction as an example, that the solution of many problems in science and engineering involves the solution of a governing equation: that is, an equation (usually a partial differential equation), which is subject to certain boundary conditions. Variational methods, on the other hand, approach the problem in a different way. In a steady-state heat conduction problem in two dimensions, the solution is a temperature distribution \( \phi(x, y) \). This distribution is that that makes a certain integral over the region to which it applies take on an extreme value. An integral of this type is called a functional, and the branch of mathematics concerned with variational methods is called the Calculus of Variations.

The functional often embodies some physical principle: for example, in elastic problems it is the potential energy of the deformed body and of the forces acting on the body. In this case, the functional takes on a minimum value at equilibrium and the use of variational methods is equivalent to the use of the principle of virtual work.

It can be shown that, for any functional, there is a corresponding equation - the Euler equation - the solution of which, subject to the appropriate boundary conditions, gives rise to stationarity of the functional (that is, the functional has an extreme value, usually a maximum or a minimum). The reverse is not true: that is, a functional cannot always be found to correspond to a particular governing equation.

As an example, consider the functional:

\[
\Pi(\phi) = \int_0^L \left[ \frac{1}{2} \left( \frac{\partial \phi}{\partial x} \right)^2 - Q(x)\phi \right] dx
\]  

Equation (73) is the governing partial differential equation for the steady-state conduction of heat in an isotropic body. Governing equations that are, of course, different in form, apply to other physical phenomena, for example, gravitational fields, electrostatic fields, fluid flow (potential flow) etc.
which is to be made stationary, subject to the following conditions: $\phi = \phi_x$ at $x = 0$ and $\phi = \phi_L$ at $x = L$. $k$ is a constant; $Q$ is a given function of position, $x$, and $\phi$ is to be determined in the range $0 < x < L$ so that $I(\phi)$ should be stationary.

If $I(\phi)$ is stationary when $\phi(x) = u(x)$, then any small permissible change in $\phi$, that is, a change that is consistent with the boundary conditions, will cause a change in $I(\phi)$ that will tend to zero as the magnitude of the change in $\phi$ decreases. This is called the first variation in $I(\phi)$, $\delta I(\phi)$ and so $\delta I(\phi) = 0$ is merely an alternative way of expressing the requirement of stationarity. The variation away from $u(x)$, that is, away from the value of $\phi$ giving rise to the extremum of the functional, is expressed as $\epsilon \eta(x)$, where $\epsilon$ is a number and $\eta(x)$ is a function of $x$ satisfying the conditions $\eta(0) = \eta(L) = 0$.

Then

$$II(u + \epsilon \eta) = \int_0^L \left[ k \left( \frac{d}{dx} \left( u + \epsilon \eta \right) \right)^2 - Q(u + \epsilon \eta) \right] dx$$  \hspace{1cm} (75)$$

and the condition of stationarity to be satisfied is that

$$\frac{\partial I}{\partial \epsilon} = 0$$  \hspace{1cm} (76)$$

when $\epsilon = 0$.

Differentiating under the integral sign, we obtain:

$$\frac{\partial I}{\partial \epsilon} = \int_0^L \left[ k \frac{d^2 u}{dx^2} \frac{d\eta}{dx} + k \left( \frac{d\eta}{dx} \right)^2 - Q\eta \right] dx$$  \hspace{1cm} (77)$$

and hence:

$$\left. \frac{\partial I}{\partial \epsilon} \right|_{\epsilon=0} = \int_0^L \left[ k \frac{d u}{dx} \frac{d\eta}{dx} - Q\eta \right] dx$$  \hspace{1cm} (78)$$

Evaluating the first term by integration by parts and noting that $\eta(0) = \eta(L) = 0$, we have:

$$\int_0^L k \left( \frac{d u}{dx} \frac{d\eta}{dx} \right) dx = k \left[ \frac{d u}{dx} \eta \right]_0^L - k \int_0^L \frac{d^3 u}{dx^3} \eta dx$$  \hspace{1cm} (79)$$

Hence
Since $\eta$ is arbitrary, it can be shown that this equation is satisfied only if

$$
\frac{d}{dx} \left[ k \frac{\partial^2 u}{\partial x^2} + Q \right] = 0
$$

(81)

Hence the function $u(x)$ that causes $\Pi(\phi)$ to be stationary also satisfies the differential equation (81). It can be seen that equation (81) is the governing equation for one-dimensional heat conduction: equation (80) is thus the variational form of this equation.

Boundary conditions that specify the value of $\phi$ are called **Dirichlet** boundary conditions. Alternatively, the derivative of $\phi$ in the direction of the outward normal to part of the boundary, $\partial \phi / \partial n$, may be specified: this is called a **Neumann** boundary condition. (In heat conduction, $\partial \phi / \partial n$ specifies the rate at which heat flows into or out of the region enclosed by the boundary. If the total heat flux into the region is fixed, Neumann conditions can therefore be prescribed on only part of the boundary.)

The form of the functional depends on the type of boundary conditions that apply. To show this, in the example considered above, let the boundary conditions be as before at $x = 0$, but at $x = L$, let the condition to be satisfied be

$$
\frac{\partial \phi}{\partial x} = \phi_L
$$

(82)

In this case, the functional to be made stationary is:

$$
\Pi(\phi) = \int_0^L \left[ k \left( \frac{\partial \phi}{\partial x} \right)^2 - Q(x) \phi \right] dx - k \phi_L \phi_L
$$

(83)

where $\phi_L$ is the value of $\phi$ at $x = L$.

If we proceed as before, the condition to be satisfied by $\eta$ is $\eta(0) = 0$ (as before) but now

$$
\frac{d\eta}{dx} = 0
$$

(84)

at $x = L$. So, if $\phi = u$ is the function causing $\Pi(\phi)$ to be stationary, we have:
Then, in the integration by parts:

\[ 0 = \int_0^L \left[ k \frac{d}{dx} \left( \frac{d}{dx} (u + \varepsilon_n) \right) - Q_n \right] dx - \kappa \phi_n (u_L + \varepsilon_n L) \]

and hence we again arrive at the governing equation (81). Note that if the condition were at \( x = 0 \), the additional term would be \( + \kappa \phi_n \phi_0 \). In this particular case, the boundary condition \( \partial \phi / \partial n \) at \( x = L \) is called a natural boundary condition, because any function that makes \( \Pi(\phi) \) stationary automatically satisfies this condition. The supplementary condition, \( \phi(0) = \phi_0 \), is called an essential boundary condition.

### 3.3.1 Numerical Solution of Variational Problems:
the Rayleigh-Ritz Method

In the Rayleigh-Ritz method, the function \( \phi \) is represented in a series form by a trial function, \( \hat{\phi} \).

\[ \phi = \sum_{i=1}^{n} a_i f_i \]

where the \( a_i \) are coefficients to be determined and the \( f_i \) are members of a family of functions such that \( \hat{\phi} \) satisfies the essential boundary conditions for all \( n \). The \( f_i \) must be capable of adequately representing the exact solution so that \( \hat{\phi} \) converges towards the exact solution as \( i \to \infty \).

The task is then to select the coefficients \( a_i \) (\( i = 1 \ldots n \)) so that the trial function best approximates to \( u \), the function that \( \phi \) becomes when the functional takes on an extreme value. If we substitute the trial function into the functional and perform the integration, we then obtain \( \Pi \) as a quantity that
depends on the coefficients $a_1, \ldots, a_n$. Since $\Pi$ is required to be stationary, the derivatives of $\Pi$ with respect to any of the coefficients $a_1, \ldots, a_n$ will be zero: that is

$$\frac{\partial \Pi(\phi)}{\partial a_i} = 0 \text{ for } i = 1, \ldots, n \quad (90)$$

Hence a series of $n$ simultaneous equations is obtained from which the $n$ coefficients can be calculated. The procedure is illustrated by means of a simple example.

**Example 1.** Heat is generated in a rod of constant cross-section at the rate $Q$ per unit volume. The temperature at the rod ends, $x = \pm L$, is constant, $\phi_0$. Find the temperature distribution, $\phi(x)$, in the rod. Coefficient of thermal conductivity, $k$.

We choose trial functions that satisfy the essential boundary conditions. The temperature distribution must be symmetrical about the $y$-axis and so $\phi$ must be an even function of $x$. Hence suitable trial functions are:

$$\hat{\phi} = \phi_0 + a_1(x^2 - L^2) + a_2(x^4 - L^4) + \ldots \quad (91)$$

Taking the approximation with a single constant, $a_j$, to be determined, the functional whose extreme value is required becomes:

$$\Pi(\phi) = \int_{-L}^{L} \left[ \frac{k}{2} \left( \frac{d\phi}{dx} \right)^2 - \phi \hat{\phi} \right] dx \quad (92)$$

Substituting for $\hat{\phi}$ and for

$$\frac{d\phi}{dx} = 2a_j x \quad (93)$$

in this expression gives:

$$\Pi(\phi) = \int_{-L}^{L} \left[ \frac{k}{2} 4a_j^2 x^2 - \phi_0 (\phi_0 + a_1 x^2 - L^2) \right] dx \quad (94)$$

We now differentiate with respect to $a_j$ under the integral sign and perform the integration with respect to $x$. 
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In this case, because the trial function is capable of representing the exact solution, the exact solution is, in fact, obtained.

What happens if we have Neumann boundary conditions?

Example 2. Heat is generated in a rod of constant cross-section at the rate $Q$ per unit volume. The temperature at the rod end, $x = -L$, is constant, $\varphi_0$. At $x = +L$,

$$\frac{d\varphi}{dx} = \varphi_L$$

Find the temperature distribution, $\varphi(x)$ in the rod. Coefficient of thermal conductivity, $k$.

The functional whose extreme value is to be found is now given by equation (97):

$$\Pi(\varphi) = \int_{-L}^{L} \left[ \frac{k}{2} \left( \frac{d\varphi}{dx} \right)^2 - Q \varphi \right] dx - \int_{-L}^{L} \varphi L \varphi_L$$

(97)

Possible trial functions are:

$$\hat{\varphi} = \varphi_0 + a_1(x + L) + a_2(x + L)^2 + ..$$

(98)

which satisfy the essential boundary condition at $x = -L$. We shall take

$$\hat{\varphi} = \varphi_0 + a_1(x + L) + a_2(x + L)^2$$

(99)

Proceeding as before, but taking note of the extra term in the functional, we obtain:

$$\frac{d\hat{\varphi}}{dx} = a_1 + 2(x + L)a_2$$

(100)

$$\varphi_L = \varphi_0 + 2a_1L + 4a_2L^2$$

(101)

Substituting equations (99), (100) and (101) into equation (97) gives,
Differentiating with respect to \( a \), gives,

\[
\frac{\partial \Pi(\phi)}{\partial a} = \int_{-L}^{L} \left[ K_1 a_1 + 2[L + \frac{E}{2} a_2] - Q(x + \frac{L}{2}) \right] dx - 2kL \bar{\phi}_L
\]

\[
= \int_{-L}^{L} \left[ K_1 a_1 + 2kL a_2 - QL \right] dx - 2kL \bar{\phi}_L
\]

\[
= 2kL a_1 + 4kL a_2 - 2QL - 2kL \bar{\phi}_L
\]

(* Neglecting terms in \( \int xdx \) since the integral is zero.)

The condition

\[
\frac{\partial \Pi(\phi)}{\partial a} = 0
\]

gives the equation:

\[
K_1 a_1 + 2kL a_2 = QL + \bar{\phi}_L
\]

Similarly:

\[
\frac{\partial \Pi(\phi)}{\partial a_2} = \int_{-L}^{L} \left[ 2[L + \frac{E}{2} a_2] - Q(x + \frac{L}{2}) \right] dx - 4L^2 \bar{\phi}_L
\]

This can be written as,

\[
\frac{\partial \Pi(\phi)}{\partial a_2} = \int_{-L}^{L} \left[ 2kL a_1 + 2a_2 x^2 + QL^2 \right] dx - 4L^2 \bar{\phi}_L
\]

Evaluating the integral gives,
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\[ \frac{\partial \Pi(\phi)}{\partial a_2} = 4L^2 \left( a_2 L^2 + \frac{8 a_2 L^6}{8} \right) - \frac{8 Q L^3}{8} - 4 L^3 \dot{\phi}_L \]  
(108)

and the condition

\[ \frac{\partial \Pi(\phi)}{\partial a_2} = 0 \]  
(109)

gives the equation,

\[ L a_1 + \frac{8}{3} L a_2 = \frac{2}{3} Q L^3 + \dot{\phi}_L \]  
(110)

Solving equations (105) and (110) for \( a_1 \) and \( a_2 \) gives:

\[ a_1 = -\frac{2 Q L}{k} + \dot{\phi}_L \]  
\[ a_2 = -\frac{Q}{2k} \]  
(111)

In this case again, the exact solution is obtained. Note that the boundary condition at \( x = + L \) is automatically satisfied by the solution, in accordance with its being a natural boundary condition.

3.3.2 The Finite-Element Modification of the Rayleigh-Ritz Method

In the Raleigh-Ritz method, a single trial function is applied throughout the entire region in which the solution is sought. Trial functions of increasing complexity are required to realistically model all but the simplest problems. The finite-element approach, on the other hand, uses comparatively simple trial functions that are applied piece-wise to parts of the region. These subsections of the region are then the finite elements. In most cases, the trial functions are required to be continuous from element to element.

As an example, consider the problem of one dimensional heat flow. The functional to be extremised is

\[ \Pi(\phi) = \int_\Omega \left\{ \frac{\partial \phi}{\partial x} \right\}^2 dx - Q \phi x \dot{\phi}_L \]  
(112)

where the integral over \( \Omega \) corresponds to the length of the region and Neumann boundary conditions.
are specified at one end, \( f' \), of the region.

![Diagram of elements and nodes](image)

**Figure 15**: A line of elements over which the solution is required.

The length over which the solution is required is divided up into finite elements, and that in each element we wish to find the value of \( \phi \) at certain points, called nodes. Two nodes will mark the extremities of the element as shown in Figure 15 other nodes may occur inside the element. Let the unknown temperatures at the nodes of the element \( e \) be

\[
\{\phi\}^e = \{\varphi_1, \varphi_2, ..., \varphi_{n+1}\}^T
\]

where \( n+1 \) is the number of nodes in each element. The temperature at any other position in the element is represented in terms of the nodal values, \( \{\phi\}^e \), and shape functions associated with each node (see Section 2.3). That is,

\[
\hat{\phi} = \sum_{\beta} N_\beta \varphi_\beta = \{N\} \{\phi\}^e
\]

where \( N_\beta \) is the shape function associated with the node \( \beta \) and \( \beta = i \ldots i+n \) and \( \{N\} \) is the corresponding row matrix.

Let us, in addition, write the trial function, \( \hat{\phi} \), over the entire region \( \Omega \) in the form:

\[
\hat{\phi} = \sum_{\alpha} N_\alpha \varphi_\alpha
\]

where the summation is over all the nodes in \( \Omega \). Here global shape functions, \( N_\alpha \), have been used to emphasize that we wish to take into account the contribution from \( \phi \) to \( \hat{\phi} \) over the entire region \( \Omega \).

Over much of \( \Omega \), the global shape functions will be zero. For interior nodes of an element, \( N_\beta \) will be non-zero only within that element. End nodes of an element will have non-zero values over the two elements sharing the node. For example, \( N_{f_{iv},e} \) is non-zero only in elements \( e \) and \( e+1 \). \( N_{f_{iv},e} \), \( N_{f_{iv},e+1} \), \( N_{f_{iv},e+2} \ldots N_{f_{iv},e+n} \) will be non-zero only in element \( e \).

Neglecting for the moment consideration of the first and last elements of the region \( \Omega \), let us write down the Rayleigh-Ritz statement in which the nodal values are the adjustable parameters. We shall consider the nodes \( i \ldots i+n \) belonging to element \( e \).
where, for example, \( \int_{\text{element}} \) stands for

\[
\int \left[ \frac{\partial \phi}{\partial x} \right]^2 - Q(x) \hat{\phi} \, dx
\]

over the element \( e \). Since

\[
\frac{\partial}{\partial \phi_j} \int_{\text{element}-1}
\]

is an expression involving the \( \{ \phi \}^{e'-i} \) and

\[
\frac{\partial}{\partial \phi_j} \int_{\text{element}}
\]

involves \( \{ \phi \}^{e} \) and there is no relationship between \( \{ \phi \}^{e'-i} \) and \( \{ \phi \}^{e} \), both expressions must be equal to zero.

For the moment, we shall confine attention to the terms containing an integral over the element \( e \).

We shall drop the superfix \( g \) on the shape functions, since we are now focussing on one specific element. Let us suppose that the element extends from \( x=x_e \) to \( x=x_e + h \). No loss in generality is incurred if we shift the origin to \( x=x_e \) and take the element to extend rather from 0 to \( h \). Then,

\[
\frac{\partial \Pi}{\partial \phi_e} = \frac{\partial}{\partial \phi_e} \left\{ \int_0^h \left[ \frac{d}{dx} \{ M_j(\phi)^{e} \}^2 - Q(x) \{ M_j(\phi)^{e} \} \right] \, dx \right\}
\]

\( ; \alpha = i \ldots i+n \)

We note that
\[
\frac{\partial \phi}{\partial x} = \frac{\partial}{\partial x} \left[ N_i(\phi)^* \right] = \left[ \frac{dN_i}{dx}, \frac{dN_{i+1}}{dx}, \ldots \right] \left[ \begin{array}{c} \Psi_j \\ \phi_{a,n} \end{array} \right] = \left[ \frac{dN_i}{dx} \right] (\phi)^*
\]

(123)

and

\[
\frac{\partial}{\partial \phi_a} \left( \frac{\partial \phi}{\partial x} \right)^2 = 2 \left( \frac{\partial \phi}{\partial x} \right) \left( \frac{\partial \phi}{\partial \phi_a} \right) = 2 \left( \frac{dN_i}{dx} \right) (\phi)^* \frac{dN_i}{dx}
\]

(124)

since

\[
\frac{\partial \phi}{\partial x} = \left[ \frac{dN_i}{dx} \right] (\phi)^*
\]

(125)

and hence

\[
\frac{\partial}{\partial \phi_a} \left( \frac{\partial \phi}{\partial x} \right) = \frac{dN_i}{dx}
\]

(126)

So, differentiating under the integral sign, we have:

\[
\frac{\partial \Pi(\phi)}{\partial \phi_a} = \int_0^\lambda \left[ \frac{dN_i}{dx} (\phi)^* \frac{dN_i}{dx} - Q(x) N_i \right] dx = 0
\]

(127)

Hence

\[
\int_0^\lambda \left( \frac{dN_i}{dx} \right) (\phi)^* dx = \int_0^\lambda Q(x) N_i dx
\]

(128)

This equation is one in the set of \( n+1 \) simultaneous equations obtained by letting \( a \) run through the values \( i...i+n \):

\[
\begin{bmatrix}
K_{\phi_i} & K_{i,i+1} & \cdots & K_{i,n} \\
- & K_{i+1,i+1} & \cdots & K_{i+1,n} \\
- & - & \cdots & \cdot \\
- & - & - & \cdots \\
- & - & - & - & \cdots \\
\end{bmatrix}
\begin{bmatrix}
\Psi_j \\
\phi_{a,n} \\
\phi_{a,n} \\
\phi_{a,n} \\
\phi_{a,n} \\
\end{bmatrix}
= \begin{bmatrix}
F_j^a \\
F_j^{a+1} \\
F_j^{a+2} \\
F_j^{a+3} \\
F_j^{a+n} \\
\end{bmatrix}
\]

(129)

where
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\[ F_0^e = \int_0^1 Q(x) N_e \, dx \]  \hspace{1cm} (130)

and

\[ k_{ab} = k \int_0^1 \frac{dN_a}{dx} \left( \frac{dN_b}{dx} \right) \, dx \]  \hspace{1cm} (131)

In the end elements, where Neumann boundary conditions may have to be considered, there is an additional term on the right-hand side, namely,

\[ \frac{\partial}{\partial \varphi_0} \{ -N \varphi_0 \} = -N N_x \]  \hspace{1cm} (132)

where \( N_x \) is the value of \( N_a \) on the boundary \( \Gamma \).

Assembly of the element matrices is carried out as in Section 2.1. For example, if there are two two-noded elements, labelled \( m \) and \( n \), with nodes \( i, i+1 \) (the common node between elements \( m \) and \( n \)) and \( i+2 \), then:

\[
\begin{bmatrix}
F_{ij}^m & F_{i1}^m \\
F_{i1}^n & F_{i1}^n
\end{bmatrix}
\begin{bmatrix}
\varphi_j \\
\varphi_{i1}
\end{bmatrix}
= 
\begin{bmatrix}
F_{ij}^m \\
F_{i1}^n
\end{bmatrix}
\]  \hspace{1cm} (133)

and

\[
\begin{bmatrix}
F_{i1}^m & F_{i1}^m \\
F_{i1}^n & F_{i1}^n
\end{bmatrix}
\begin{bmatrix}
\varphi_{i1} \\
\varphi_{i2}
\end{bmatrix}
= 
\begin{bmatrix}
F_{i1}^m \\
F_{i1}^n
\end{bmatrix}
\]  \hspace{1cm} (134)

so that, by combining these two matrix equations:

\[
\begin{bmatrix}
k_{ij}^m & k_{i1}^m & 0 & 0 \\
k_{i1}^m & k_{11}^m + k_{11}^n & k_{i1}^m & 0 \\
0 & k_{i1}^m & k_{i1}^n & k_{i1}^n \\
0 & 0 & k_{i1}^n & k_{i1}^n
\end{bmatrix}
\begin{bmatrix}
\varphi_j \\
\varphi_{i1} \\
\varphi_{i2} \\
\varphi_{i3}
\end{bmatrix}
= 
\begin{bmatrix}
F_{ij}^m \\
F_{i1}^m + F_{i1}^n \\
F_{i1}^m + F_{i1}^n \\
F_{i1}^m + F_{i1}^n
\end{bmatrix}
\]  \hspace{1cm} (135)

In this way, the global assembly matrix is built up. The boundary conditions on the extreme elements may then be inserted and the set of equations solved for the unknown values of \( \varphi \).

**Example 3.** Find an approximate solution to example 1, using three linear elements of equal length (see Figure 16).
All the elements will have the same stiffness matrix. Let us take the coordinate origin to be at node 1. In element 1, the shape function for node 1 is

\[ N_1 = 1 - \frac{x}{h} \quad (136) \]

and for node 2,

\[ N_2 = \frac{x}{h} \quad (137) \]

From equation (131),

\[ K_{ab} = k \int_{0}^{b} \left( \frac{dN_a}{dx} \right) \left( \frac{dN_b}{dx} \right) dx \]

\[ = \frac{k}{h} \quad \text{for} \quad \alpha = \beta \quad (138) \]

\[ = -\frac{k}{h} \quad \text{for} \quad \alpha \neq \beta \]

and

\[ F_{c}^{e} = \int_{0}^{b} q(x) N_{c} dx = \frac{qh}{2} \quad \text{for} \quad \alpha = 1,2 \quad (139) \]

So, for element 1 we have:

\[ \frac{k}{h} \begin{bmatrix} +1 & -1 \\ -1 & +1 \end{bmatrix} \begin{bmatrix} \varphi_1 \\ \varphi_2 \end{bmatrix} = \begin{bmatrix} \frac{qh}{2} - \frac{k}{h} N_{1f} \\ \frac{qh}{2} \end{bmatrix} \quad (140) \]

where \( N_{1f} \) is the value of \( N_1 \) (in fact, the value is 1) at node 1 and for element 2:
and for element 3

\[
\begin{bmatrix}
+1 & -1 \\
-1 & +1
\end{bmatrix}
\begin{bmatrix}
\psi_4 \\
\psi_5
\end{bmatrix}
= \begin{bmatrix}
\frac{Q_h}{2} \\
\frac{Q_h}{2} + E_p N_{4r}
\end{bmatrix}
\]  

(142)

where \( N_{4r} \) is the value of \( N_r \) at node 4 (where \( N \) is, in fact, equal to 1).

Assembling the matrices, we have:

\[
\begin{bmatrix}
+1 & -1 & 0 & 0 \\
-1 & +2 & -1 & 0 \\
0 & -1 & +2 & 0 \\
0 & 0 & -1 & +3
\end{bmatrix}
\begin{bmatrix}
\phi_1 \\
\phi_2 \\
\phi_3 \\
\phi_4
\end{bmatrix}
= \begin{bmatrix}
\frac{Q_h}{2} - E_{p1} N_{lr} \\
Q_h \\
Q_h \\
\frac{Q_h}{2} + E_{ps} N_{pr}
\end{bmatrix}
\]  

(143)

Given \( \phi_j = \phi_j = \phi_b \), we can solve for \( \phi_2 \) and \( \phi_3 \) from rows 2 and 3:

\[
-\phi_0 + 2\phi_2 - \phi_3 = \frac{Q_h^2}{k}
\]

\[
-\phi_0 + 2\phi_3 - \phi_2 = \frac{Q_h^2}{k}
\]

from which

\[
\phi_2 = \phi_b = \phi_0 + \frac{Q_h^2}{k} = \phi_b + \frac{4Qh^3}{9k}
\]

(145)

since

\[
\theta = \frac{2L}{3}
\]

(146)

In fact, this is the same as the exact solution for the nodal values, but between the nodes the finite-element approximation deviates from the exact solution. (The fact that the exact solution is obtained at the nodes is called superconvergence).

As the number of elements is increased, the deviation from the exact result at the non-nodal positions,
of course, decreases (see Figure 17).

Figure 17: Comparison of finite element and exact solutions.

3.3.3 Natural coordinates and quadratic shape functions

For many purposes, it is convenient to use a dimensionless coordinate $\xi$ (a natural coordinate) rather than $x$, so that, over the length of a one-dimensional element, the value of $\xi$ runs from $+1$ to $-1$. In the previous example, if $x$ is measured from node 1, then in element 1,

$$\xi = \left(\frac{2x}{L} - 1\right)$$

(147)

and the shape functions become

$$N_1 = \frac{1}{2}(1 - \xi)$$

(148)

$$N_2 = \frac{1}{2}(1 + \xi)$$

Since

$$\frac{d\xi}{dx} = \frac{2}{L}$$

(149)

equation (131) becomes:

$$k_{us} = \frac{2k}{L} \int_{-1}^{1} \left(\frac{dN_1}{d\xi}\right) \left(\frac{dN_2}{d\xi}\right) \xi$$

(150)

and
The use of coordinates of this type will be found to be especially valuable in treating two- and three-dimensional elements with curvilinear boundaries (Appendix 4).

Higher-order shape functions allow the variable to alter in a more complicated fashion - not merely linearly - within an element. This means that, for example, fewer quadratic than linear elements are required to represent a given physical problem with a given degree of precision, but the amount of computation per element is increased. For many purposes, quadratic elements represent a good compromise in requiring neither an excessive number of elements nor an excessive amount of computation per element. There are, however, finite-element packages that employ large finite elements and obtain results of increasing precision with an unchanged mesh by using shape functions of increasing complexity. This is the \textit{p-approach}, as opposed to the more common \textit{h-approach} in which one attempts to get better precision by mesh refinement.

Quadratic one-dimensional elements have three nodes in each element: one at each end and one in the middle. The corresponding shape functions are:

\begin{equation}
N_1 = \frac{1}{2}(\xi - 1)
\end{equation}

\begin{equation}
N_2 = 1 - \xi^2
\end{equation}

\begin{equation}
N_3 = \frac{1}{2}(\xi + 1)
\end{equation}

\textbf{Example 4.} Obtain the element stiffness matrix for a quadratic one-dimensional element for heat conduction and using one such element, obtain a solution to the problem of Example 1.

From equation (131), the components of the 3x3 element stiffness matrix satisfy the condition:

\begin{equation}
L_{ab} = \frac{2L^*}{b} \int_{-1}^{1} \left( \frac{dN_a}{d\xi} \right) \left( \frac{dN_b}{d\xi} \right) d\xi ;
\end{equation}

\begin{equation}
a, b = 1, 2, 3
\end{equation}

Now
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\[
\frac{dN_1}{d\xi} = \frac{1}{2} - \frac{1}{2} \\
\frac{dN_2}{d\xi} = -2\xi \\
\frac{dN_3}{d\xi} = \frac{1}{2} + \frac{1}{2}
\]

(154)

Hence

\[
k_{11} = \frac{2k}{h} \int_{-1}^{1} \left( \xi - \frac{1}{2} \right)^2 d\xi = \frac{7}{6}
\]

(155)

\[
k_{12} = \frac{2k}{h} \int_{-1}^{1} \left( \xi - \frac{1}{2} \right)(-2\xi) d\xi = -\frac{4}{8}
\]

and so on, so that:

\[
k = \begin{bmatrix}
\frac{7}{6} & \frac{4}{3} & \frac{1}{6} \\
\frac{4}{3} & \frac{8}{3} & -\frac{4}{3} \\
\frac{1}{6} & -\frac{4}{3} & \frac{7}{6}
\end{bmatrix}
\]

(156)

Note that the matrix is symmetrical. We also need to evaluate

\[
F_x^a = \frac{h}{2} \int_{-1}^{1} Q^a N_4 d\xi
\]

(157)

With Q a constant:

\[
F_1^a = \frac{hQ}{2} \int_{-1}^{1} \left( \frac{1}{2} \xi^2 - 1 \right) d\xi = \frac{Qh}{6}
\]

\[
F_2^a = \frac{hQ}{2} \int_{-1}^{1} (1 - \xi^2) d\xi = 2Qh
\]

(158)

\[
F_3^a = \frac{hQ}{2} \int_{-1}^{1} \frac{1}{2} (1 + \xi) d\xi = \frac{Qh}{6}
\]
If $\varphi_1$ and $\varphi_2$ are the values of $\frac{dp}{dx}$ at $x = \pm L$, then the equations to be solved are:

\[
\begin{bmatrix}
\frac{7}{6} & -\frac{4}{3} & \frac{1}{6} \\
-\frac{4}{3} & \frac{3}{3} & -\frac{4}{3} \\
\frac{1}{6} & -\frac{4}{3} & \frac{7}{6}
\end{bmatrix}
\begin{bmatrix}
\varphi_1 \\
\varphi_2 \\
\varphi_3
\end{bmatrix}
= \begin{bmatrix}
\frac{Qh}{6} - \lambda \varphi_1 \\
\frac{2Qh}{3} \\
\frac{Qh}{6} + \lambda \varphi_3
\end{bmatrix}
\] (159)

with $\varphi_3 = \varphi_1 = \varphi_2$.

Expanding row 2 and solving for $\varphi_2$ gives

\[
\varphi_2 = \varphi_3 + \frac{QL^2}{2h}
\] (160)

since $h=2L$, which, of course, is the exact solution. Substituting the value of $\varphi_2$ and expanding row 1 enables $\varphi_1$ to be found. Again the exact value is obtained,

\[
\varphi_1 = \frac{QL}{L}
\] (161)

since the quadratic finite element can exactly represent the actual quadratic variation of $\varphi$ with $x$.

With the linear finite elements used in the previous section, it is clear that the estimate of $\varphi_1$ approaches the exact value as the number of elements is increased.

### 3.4 The Weighted Residual Method

Let us again take as an example the governing equation for one-dimensional heat conduction:

\[
\kappa \frac{d^2 \varphi}{dx^2} + Q = 0
\] (162)

As in the previous section, where a solution to this equation for specific boundary conditions was sought in terms of extremising a functional, we wish to find a solution by making use of a trial function $\tilde{\varphi}$ containing a number of parameters, $a_1, a_2, \ldots a_n$, to be determined. In general, the trial function will not exactly satisfy equation (145) at all points in the region $\Omega$ in which the solution is sought: that is,
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\[ R(x) \frac{d^2 \phi}{dx^2} + q = E(x) \phi + 0 \]  \hspace{1cm} (163)

where \( R(x) \) is called the residual at the point \( x \) in the region.

Now if \( \hat{\phi} \) is capable of reproducing the exact solution as the number of parameters \( a_i \) in \( \hat{\phi} \) is increased indefinitely, and \( W_j \) are linearly independent functions of \( x \), called weighting functions, then it can be shown that \( \hat{\phi} \to \phi \), the exact solution, if for all \( W_j \):

\[ \int_{0}^{1} W_j R dx = 0 \]  \hspace{1cm} (164)

Note: The \( W_j \) are linearly independent if none of them can be expressed as a linear combination of the others. That is, there is no set of numbers \( b_j \) such that

\[ W_j = \sum_{j} b_j W_j \]  \hspace{1cm} (165)

In the finite-element version of the weighted residual method, we express the trial function in terms of its nodal values \( \phi_i, i = 1 \ldots M \), where \( M \) is the total number of nodes:

\[ \hat{\phi} = \sum_{i} N_i \phi_i \]  \hspace{1cm} (166)

where the \( N_i \) are global shape functions (see Section 3.3.2). For example, for the series of linear elements \( \ldots e-1, e, e+1, e+2 \ldots \), in Figure 18, \( N_i \) is as shown in elements \( e \) and \( e+1 \), but is zero in all other elements. The parameters to be determined are the nodal values, \( \phi_i \). The form of the trial function having been chosen, it is now necessary to choose the weighting functions. One such choice

![Figure 18: Contribution of nodal values over elements.](image)
is to make the weighting functions the same as the shape functions: this is the Galerkin method. The weighted residual statement is then:

$$\sum_{a} N^a \left\{ \int_{\Omega} \sum_{i} \phi_a \frac{d^2 N^a}{dx^2} + Q \right\} dx = 0$$

(167)

A problem here is that the method appears to fail with piece-wise linear shape functions, since $$\frac{d^2 N^a}{dx^2}$$ is everywhere zero (except at nodes where $$\frac{dN^a}{dx}$$ is discontinuous).

However, we may integrate by parts:

$$\int_{-L}^{L} N^a \frac{d^3 N^a}{dx^3} dx = \left[ N^a \frac{d^2 N^a}{dx^2} \right]_{-L}^{L} - \int_{-L}^{L} \frac{dN^a}{dx} \frac{dN^a}{dx} dx$$

(168)

Looking at the second term on the right-hand side, we see that it is zero unless both $$N^a_1$$ and $$N^a_{j+1}$$ belong to the same finite element. For example, $$N^a_1$$ and $$N^a_{j+1}$$ both belong to element $$e+1$$. The first term on the right-hand side is also zero, apart from the two elements at the extremities of $$\Omega$$. For the first element:

$$\sum_{a} N^a \frac{dN^a}{dx} \phi_a \bigg|_{-L}^{L} = \left[ N^a_1 \frac{dN^a_1}{dx} \phi_1 + N^a_1 \frac{dN^a_1}{dx} \phi_2 \right]_{-L}^{L}$$

(169)

Since

$$N^a_L(-L) = 1$$

(170)

then

$$\sum_{a} N^a \frac{dN^a}{dx} \phi_a \bigg|_{-L}^{L} = \left[ \frac{dN^a_1}{dx} \phi_1 + \frac{dN^a_1}{dx} \phi_2 \right]_{-L}^{L}$$

(171)

This can be written as

$$\sum_{a} N^a \frac{dN^a}{dx} \phi_a \bigg|_{-L}^{L} = \frac{d}{dx} \left( N^a \phi_1 + N^a \phi_2 \right)_{-L}^{L}$$

(172)

Again, since
this becomes

\[
\left[ \sum_a N_a^J \frac{dN_a^J}{dx} \phi_a \right]_{x=L} = \left[ \frac{d\phi}{dx} \right]_{x=L} = -\phi_1
\]  

(174)

where the notation of the previous section has been used for \( \hat{\phi}_1 \). Similarly for the last element:

\[
\left[ \sum_a N_a^J \frac{dN_a^J}{dx} \phi_a \right]_{x=0} = \phi_M
\]

(175)

Hence

\[
k \int_0^L \frac{dN_a^J}{dx} \frac{dN_a^J}{dx} dx
\]

gives the component \( K_{ii} \) of the global stiffness matrix \([K]_i^j\) and

\[
[K]_i^j(\psi) = \{\delta_i^j\}
\]

(176)

where

\[
R_i = \int Q N_a^J dx - k \phi_i
\]

\( i = 1 \)

(177)

\[
F_j = \int Q N_a^J dx \quad 2 \leq i \leq M - 1
\]

(178)

\[
F_M = \int Q N_a^J dx + k \phi_M
\]

\( i = M \)

(179)

If we look at the \( j \)-th row of the matrix product \([K]_i^j(\psi)\), the only non-zero terms are:

\[
\left[ k \int_{-L}^L \frac{dN_a^J}{dx} \frac{dN_a^J}{dx} dx \right] \phi_{j-1}
\]

(180)

\[
\left[ k \int_{-L}^L \frac{dN_a^J}{dx} \frac{dN_a^J}{dx} dx \right] \phi_j
\]

(181)
Reverting to the shape functions within the individual elements, such as \( N^e_j \), we see that these three non-zero terms can be expressed respectively as

\[
\left[ \int_{e}^j \frac{dN^e_j}{dx} \frac{dN^e_{j-1}}{dx} \right] \varphi_{j-1}
\]

which is an integral over element \( e \), since \( N^e_j \) is zero for element numbers less than \( e \) and \( N^e_{j+1} \) is zero for element numbers greater than \( e \). Similarly the second term can be expressed as

\[
\left[ \int_{e}^j \frac{dN^e_j}{dx} \frac{dN^e_{j+1}}{dx} \right] \varphi_j + \left[ \int_{e}^{j+1} \frac{dN^e_{j+1}}{dx} \frac{dN^e_{j+1}}{dx} \right] \varphi_j
\]

and the third as,

\[
\left[ \int_{e}^{j+1} \frac{dN^e_{j+1}}{dx} \frac{dN^e_{j+1}}{dx} \right] \varphi_{j+1}
\]

Hence we can express the global stiffness matrix by assembling the element stiffness matrices \( [K]^e \), where

\[
[K]^e = k \int_{e}^j \frac{dN^a_j}{dx} \frac{dN^b_j}{dx} \]

and \( a \) and \( b \) could each take on the values \( j-1 \) and \( j \) for the element \( e \) shown in Figure 18 and the superfix has been removed from the element shape functions.

The result obtained by the Galerkin weighted residual method is exactly the same as that obtained by the piece-wise application of the variational approach, using the Raleigh-Ritz method. The stiffness matrices are symmetrical, which is advantageous in reducing the computation in solving the system of simultaneous equations obtained.

Variational methods are extremely powerful in mathematical physics. They often provide an insight into the basic principles governing the behaviour of a system. On the other hand, even if a variational formulation of a certain problem is possible, the same results can be obtained by the Galerkin weighted residual method and the latter can also be used when no variational formulation is available.

Although the Galerkin is the most commonly used of the weighted residual methods, it is possible to use other weighting functions.
3.5 Extension to Two and Three Dimensions

The heat-conduction equation in two dimensions is:

\[ \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} + Q = 0 \]  

(187)

for an isotropic medium. The weighted residual statement then becomes:

\[ \int_{\Omega} W_i \left( \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} + Q \right) \, dx dy = 0 \]

(188)

where, as in the previous section, \( \hat{\phi} \) is a trial function containing \( M \) unknowns and \( W_i \) are \( M \) linearly independent weighting functions, now of \( x \) and \( y \) and not of \( x \) alone. The integral is taken over the area \( \Omega \) in which the solution is sought.

The integral in equation (188) can be re-arranged by the use of Green's lemma, which is something like a two-dimensional integration by parts:

\[ \int_{\Omega} \alpha \frac{\partial \phi}{\partial x} \, dx dy = \int_{\Gamma} \alpha n_x \phi \, ds - \int_{\Omega} \frac{\partial \alpha}{\partial x} \phi \, dx dy \]  

(189)

and similarly:

\[ \int_{\Omega} \beta \frac{\partial \phi}{\partial y} \, dx dy = \int_{\Gamma} \beta n_y \phi \, ds - \int_{\Omega} \frac{\partial \beta}{\partial y} \phi \, dx dy \]  

(190)

where \( \alpha \) and \( \beta \) are functions of \( x \) and \( y \); \( n_x \) and \( n_y \) are the direction cosines of the outwards-pointing normal to the closed curve \( \Gamma \) encompassing \( \Omega \). Applying Green's lemma to part of the integral in equation (188) gives:

\[ \int_{\Omega} W_i \frac{\partial^2 \phi}{\partial x^2} \, dx dy = \int_{\Gamma} W_i \frac{\partial \phi}{\partial x} n_x \, ds - \int_{\Omega} \frac{\partial W_i \frac{\partial \phi}{\partial x}}{\partial x} \, dx dy \]  

(191)

in which \( \alpha \) has been replaced by \( W_i \) and \( \beta \) by \( \frac{\partial \phi}{\partial x} \). So, with the sign changed, equation (188) becomes:
The trial function is expressed in terms of the nodal values and piece-wise global shape functions:

$$ \hat{\phi} = \sum_{a} N_{a} \phi_{a} \quad ; \quad a = 1...M $$

(193)

so that the region $\Omega$ is divided up into finite elements within each of which $\hat{\phi}$ is entirely determined by the values of $\phi$ at the nodes lying on the boundary of the element or within the element. That is, a node at the corner of an element will have a non-zero shape function only over the elements sharing that corner; nodes on a boundary will have non-zero shape functions only over the two elements meeting at the boundary, and internal nodes will have non-zero values only within the element to which they belong.

In the weighted residual statement, equation (192), we now apply the Galerkin method and make the weighting functions, $W_i$, the same as the shape functions, $N_i$:

$$ \int_{\Omega} \left[ \frac{\partial W_{i}}{\partial x} \frac{\partial \hat{\phi}}{\partial x} + \frac{\partial W_{i}}{\partial y} \frac{\partial \hat{\phi}}{\partial y} \right] dxdy - \int_{\Gamma} W_{i} \frac{\partial \phi}{\partial n} + \frac{\partial \hat{\phi}}{\partial y} + \frac{\partial \phi}{\partial y} d\Gamma = 0 $$

(194)

The left-hand side of this set of equations is the product of an $M \times M$ symmetrical matrix ($[K]^e$ the global stiffness matrix) and the column vector of nodal values. The components of $[K]^e$ are given by:

$$ [K]^e_{np} = \int_{\Omega} \left[ \frac{\partial N_{n}^{e}}{\partial x} \frac{\partial N_{p}^{e}}{\partial x} + \frac{\partial N_{n}^{e}}{\partial y} \frac{\partial N_{p}^{e}}{\partial y} \right] dxdy $$

(195)

$$ \text{for} \quad n,p = 1...M $$

As in the one-dimensional case, the $K_{np}^{e}$ are made up of contributions from the various elements within which both $N_{n}^{e}$ and $N_{p}^{e}$ are non-zero. For the element $e$, if $n$ and $p$ are nodes belonging to the element and we omit the superfix $e$ attached to the shape functions in the element, then the component $k_{np}^{e}$ of the element stiffness matrix is:
Variational and Weighted Residual Methods

\[ K_{eij} = k_e \int_e \left( \frac{\partial N_i^e}{\partial x} \frac{\partial N_j^e}{\partial x} + \frac{\partial N_i^e}{\partial y} \frac{\partial N_j^e}{\partial y} \right) \, dx \, dy \]  \hspace{2cm} (196)

and

\[ f_{eij} = \int_e N_i \, dx \, dy + k_e \int_{\Gamma} \left( \frac{\partial \phi}{\partial x} N_i + \frac{\partial \phi}{\partial y} N_j \right) \, d\Gamma \]  \hspace{2cm} (197)

or, in matrix form,

\[ [K]^e [u]^e = [f]^e \]  \hspace{2cm} (198)

where \( \int_e \) is over the area of the element \( e \) and the integral over the boundary occurs only in the case of elements with sides forming part of the boundary of \( \Omega \). The components of the element stiffness matrices are assembled to form the global stiffness matrix. To do this, the components are placed in the global stiffness matrix in such a way as to multiply the correct \( k_e \) therefore goes into the row labelled \( i \) and the column labelled \( j \). Similarly, \( f_e \) will be placed in row \( i \). Quantities located in the same position are simply added. The boundary conditions are inserted either in terms of specified nodal values (Dirichlet) or specified values of \( \frac{\partial \phi}{\partial x} \) and \( \frac{\partial \phi}{\partial y} \) (Neumann conditions) in the system of equations (194).

### 3.5.1 Three-noded element for thermal conduction

As in the linear triangular element for plane elasticity (Section 2.3), area shape functions are used to express \( \phi \) in terms of the nodal values \( \phi_a \) (Figure 13):

\[ \hat{\phi} = \sum_a N_a \phi_a \quad : a = ij \ \text{or} \ m \]  \hspace{2cm} (199)

where, for example,

\[ N_a^e = \frac{(\text{area} \ \Delta y \Delta x)}{(\text{area} \ \Delta y \Delta x)} \]  \hspace{2cm} (200)

From this definition of the area shape functions, we have:
Variational and Weighted Residual Methods

\[
\mathbf{N}_m^i = \begin{bmatrix} 1 & x & y \\ 1 & x_j & y \\ 1 & x & y_m \\ 1 & x_j & y_j \end{bmatrix} \frac{\mathbf{N}_m^i}{2A}
\]

(201)

where \( \lambda \) is the area of the triangle \( ijm \). Differentiation then gives:

\[
\frac{\partial \mathbf{N}_m^i}{\partial x} = \frac{(y_j - y)}{2A} = \lambda_m
\]

(202)

and

\[
\frac{\partial \mathbf{N}_m^i}{\partial y} = \frac{(x_j - x)}{2A} = \mu_m
\]

(203)

and similarly for the other shape functions. Hence, for example, equation (196) gives

\[
\mathbf{K}_i^i = \iint_{\Omega} \left[ \frac{\partial \mathbf{N}_m^i}{\partial x} \frac{\partial \mathbf{N}_m^i}{\partial x} + \frac{\partial \mathbf{N}_m^i}{\partial y} \frac{\partial \mathbf{N}_m^i}{\partial y} \right] \, dx \, dy
\]

(204)

\[
= \left( \lambda \lambda_j + \mu \mu_j \right) \int_{\Omega} \, dx \, dy
\]

\[
= \left( \lambda \lambda_j + \mu \mu_j \right) \lambda
\]

and the element stiffness matrix becomes:

\[
\mathbf{K} = \begin{bmatrix} \mathbf{K}_i^i \\ \mathbf{K}_j^i \\ \mathbf{K}_j^i \end{bmatrix} = \begin{bmatrix} \frac{\partial \mathbf{N}_m^i}{\partial x} \cdot \frac{\partial \mathbf{N}_m^i}{\partial x} + \frac{\partial \mathbf{N}_m^i}{\partial y} \cdot \frac{\partial \mathbf{N}_m^i}{\partial y} \\ \frac{\partial \mathbf{N}_m^i}{\partial x} \cdot \frac{\partial \mathbf{N}_m^i}{\partial x} + \frac{\partial \mathbf{N}_m^i}{\partial y} \cdot \frac{\partial \mathbf{N}_m^i}{\partial y} \\ \frac{\partial \mathbf{N}_m^i}{\partial x} \cdot \frac{\partial \mathbf{N}_m^i}{\partial x} + \frac{\partial \mathbf{N}_m^i}{\partial y} \cdot \frac{\partial \mathbf{N}_m^i}{\partial y} \end{bmatrix}
\]

(205)

Turning now to the right-hand side of equation (197), let us assume that \( Q_i \), \( \frac{\partial Q}{\partial x} \), and \( \frac{\partial Q}{\partial y} \)

are, or may be approximately represented by, values that are constant in the element. Then the first term on the right-hand side is

\[
\int_{\Omega} Q \mathbf{N}_m^i \, dx \, dy = Q \int_{\Omega} \mathbf{N}_m^i \, dx \, dy \quad Q = \text{const}
\]

(206)
Now, for each value of $\alpha (i,j,m)$, $\int_{\Omega} Q_{\alpha} dxdy$ is the volume of a triangular pyramid based on the triangle $ijm$ and with unit height - the value of $N$ at the node $\alpha$. Its volume is $\frac{1}{3} A$. Hence:

$$\int_{\Omega} Q_{\alpha} dxdy = \frac{1}{3} A$$ (207)

The second term on the right-hand side occurs only in the case of elements with one side forming part of the boundary of $\Omega$. Now

$$\frac{\partial \hat{\phi}}{\partial x} n_x + \frac{\partial \hat{\phi}}{\partial y} n_y = \frac{\partial \hat{\phi}}{\partial n}$$ (208)

where $\frac{\partial \hat{\phi}}{\partial n}$ is the derivative of $\hat{\phi}$ in the direction of the outward normal to the boundary $\Gamma$ of the region $\Omega$. From the heat-conduction equation, the heat flux across unit area of the boundary $\Gamma$ in the direction of the outward normal ($\vec{q}$, say) is such that

$$k \frac{\partial \hat{\phi}}{\partial n} = -\vec{q}.$$ (209)

Hence

$$k \int_{\Gamma} \left( \frac{\partial \hat{\phi}}{\partial x} n_x + \frac{\partial \hat{\phi}}{\partial y} n_y \right) d\Gamma = -\vec{q} \int_{\Gamma} N_{\alpha} d\Gamma$$ (210)

If the boundary $\Gamma$ is formed by the nodes $i$ and $m$, then

$$-\vec{q} \int_{\Gamma} N_{\alpha} d\Gamma = -\frac{1}{2} q_{ij} (x_i - x_j)^3 + (y_i - y_j)^3$$ (211)

as illustrated in Figure 19.
Figure 19: Boundary heat flux and nodal contributions.
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Appendix 1

Review of Matrix Algebra

A Matrix

A matrix is a set of \( m \times n \) quantities (its elements) arranged in the form of \( m \) rows and \( n \) columns. The quantities in matrix may not all have the same dimensions: for example, some may be forces and others may be moments. If \( m=1 \), the matrix is sometimes called a row matrix or a row vector and if \( n=1 \), a column matrix or vector. This use of the term vector is not confined to the traditional vector quantities, such as force or displacement.

The notation used in the present work is as follows: if \( m \neq 1 \) and \( n \neq 1 \), the matrix is denoted by a symbol, usually a capital letter in bold type, contained in square brackets, \([\ ]\), or by its elements contained within square brackets. The elements are denoted by lower-case characters with appropriate suffixes, the first standing for the row and the second for the column. For example, a matrix \([A]\) might be defined as:

\[
\begin{bmatrix}
1 & 2 & 3 \\
7 & 0 & 5 \\
-7 & 2 & 8
\end{bmatrix}
\]  

(212)

An element would be denoted by \( a_{y} \) \((1<i<3, 1<k<3)\) and, for example, \( a_{23}=5 \). A column matrix or vector is similarly denoted by using curly brackets, \{ \}.

In many texts a notation is used that does not involve the use of brackets.

The transpose of a matrix

The transpose of a matrix is the matrix found by interchanging rows and columns. The transpose of a matrix \([A]\) is often denoted by \([A]^T\): \( a_{y} = a_{y} \). For example, the transpose of \([7 \ -1 \ 2 \ 3]\) is

\[
\begin{bmatrix}
7 \\
-1 \\
2 \\
3
\end{bmatrix}
\]  

(213)
To save space, a column matrix is sometimes shown as the transpose of a row matrix.

**A square matrix**

A square matrix has the same number of rows as columns i.e. \( m = n \).

**A Symmetrical Matrix**

A symmetrical matrix is one in which corresponding off-diagonal terms are equal, that is \( a_{ij} = a_{ji} \).

**An anti-symmetric matrix**

An anti-symmetric matrix is one in which the off-diagonal terms are of opposite sign but equal absolute magnitude: the diagonal terms are zero. Both symmetrical and anti-symmetrical matrices are, of course, square.

**Equality, addition and subtraction of matrices**

Only matrices which each have the same number of rows and columns may be equated, added or subtracted.

**Matrix equality**

Two matrices are equal if all their elements are equal: that is, \( A = B \) if \( a_{ij} = b_{ij} \) for all \( i \) and \( j \).

**Matrix addition**

In matrix addition the values at each position \( ij \) within a matrix \( A \) are added to the value at position \( ij \) of a matrix \( B \) and the results placed in position of matrix \( C \). i.e. \( A + B = C \); \( c_{ij} = a_{ij} + b_{ij} \).

**Matrix subtraction**

The value at position \( ij \) within a matrix \( B \) is subtracted from the value at position \( ij \) within a matrix \( A \) and the result is placed in position \( ij \) in a matrix \( C \). i.e.
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\([A] \cdot [B] = [C] \quad ; \quad c_{ij} = a_{ij} \cdot b_{ij}\)

**Matrix multiplication**

Matrix multiplication is defined in the case of matrices that are conformable for multiplication. If there is a product \([A] \cdot [B]\) of two matrices, then \([A]\) must have the same number of columns as \([B]\) has rows. For example, if \([A]\) is an \((m \times n)\) matrix and \([B]\) is an \((n \times p)\) matrix, the product \([A] \cdot [B] = [C]\) will be an \((m \times p)\) matrix with elements.

\[c_{ij} = \sum_k a_{ik} \cdot b_{kj}\]  \hspace{1cm} (214)

The example shows the multiplication of \((3 \times 2)\) matrix by a \((2 \times 4)\) matrix to give a \((3 \times 4)\) matrix:

\[
\begin{bmatrix}
7 & 3 \\
8 & 9 \\
6 & 4 \\
0 & 2 \\
\end{bmatrix}
\begin{bmatrix}
8 & 1 & -6 \\
6 & 4 & 2 & 1 \\
\end{bmatrix}
= \begin{bmatrix}
74 & 33 & 13 & -32 \\
70 & 42 & 20 & -1 \\
64 & 24 & 8 & -46 \\
\end{bmatrix}
\]  \hspace{1cm} (215)

where, for example, \(c_{33} = 20 = (2 \times 1) + (9 \times 2)\)

It is not possible in this case to find the product \([B] \cdot [A]\) because the matrices are not now conformable for multiplication.

**Matrix division**

Matrix division is not defined.

**Transpose of a product**

The transpose of a product \([A] \cdot [B] = [C]\) obeys the following rule:

\[(A \cdot B)^T = [A]^T \cdot [B]^T\]  \hspace{1cm} (216)

This follows from equation (214). Then

\[
c_{ji}^T = c_{ji} = \sum_k a_{jk} \cdot b_{ki}^T
= \sum_k b_{ki} \cdot a_{jk}
= \sum_k a_{jk} \cdot b_{ki}
\]  \hspace{1cm} (217)
Inverse of a square matrix

The inverse of a square matrix \([A]\) is denoted by \([A]^{-1}\), and it is such that

\[
[A][A]^{-1} = [I]
\]

(219)

where \([I]\) is the unit matrix or the identity matrix, which has all its diagonal elements equal to 1 and all remaining elements equal to zero. Multiplication of a matrix by the appropriate unit matrix (that is, with the correct number of rows and, of course, the same number of columns) leaves the elements of the matrix unaltered. The expression for the inverse of a matrix is given below. An orthogonal matrix is a square matrix whose inverse is equal to its transpose. For example, if \(\bar{x}\) and \(\bar{y}\) axes are obtained by rotation through an angle \(\theta\) anticlockwise with respect to the \(x\) and \(y\) axes, then the two sets of axes are related by

\[
\begin{bmatrix}
\bar{x} \\
\bar{y}
\end{bmatrix} =
\begin{bmatrix}
\cos\theta & \sin\theta \\
-\sin\theta & \cos\theta
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix}
\]

(220)

or

\[
\begin{bmatrix}
\bar{x} \\
\bar{y}
\end{bmatrix} = [R]\begin{bmatrix}
x \\
y
\end{bmatrix}
\]

(221)

It is readily shown that \([R][R]^T=[I]\) so that \([R]^T=[R]^{-1}\), or \([R]\) is orthogonal.

Determinant of a square matrix

The determinant of a square matrix is found by multiplying out its elements: it is a number and is denoted by \(\text{det } A\) or \(|A|\). For example:
where the determinant has been developed along its top row.

\[
\begin{vmatrix}
 \alpha_{11} & \alpha_{12} & \alpha_{13} \\
 \alpha_{21} & \alpha_{22} & \alpha_{23} \\
 \alpha_{31} & \alpha_{32} & \alpha_{33}
\end{vmatrix} = \alpha_{11} \begin{vmatrix}
 \alpha_{22} & \alpha_{23} \\
 \alpha_{32} & \alpha_{33}
\end{vmatrix} + \alpha_{12} \begin{vmatrix}
 \alpha_{21} & \alpha_{23} \\
 \alpha_{31} & \alpha_{33}
\end{vmatrix} + \alpha_{13} \begin{vmatrix}
 \alpha_{21} & \alpha_{22} \\
 \alpha_{31} & \alpha_{32}
\end{vmatrix}
\]

(222)

is itself a determinant. The terms multiplying \( a_{ij} \), \( a_{ik} \), and \( a_{jk} \), that is,

\[
\begin{vmatrix}
 \alpha_{11} & \alpha_{12} \\
 \alpha_{31} & \alpha_{32}
\end{vmatrix}
\]

(223)

are called the minors of \( a_{ij} \) etc. The minor of \( a_{ij} \), that is, \( M_{ij} \), is the determinant left after striking out the row and the column passing through \( a_{ij} \). The determinant may be evaluated by using any row or column: if the determinant is of order \( n \) (that is, it is the determinant of an \( n \times n \) matrix), then:

\[
\text{det } A = \sum_{i=1}^{n} a_{ij} (-1)^{i+j} M_{ik}
\]

(225)

(development using a row, where \( i=1,2...or \ n \))

\[
\text{det } A = \sum_{k=1}^{n} a_{ik} (-1)^{i+k} M_{ik}
\]

(226)

(development using a column, where \( k=1,2...or \ n \)).

It can be shown that \( \text{det}(A \cdot B) = \text{det } A \cdot \text{det } B \).

**Rules for the development of determinants.** The following rules apply to the development of determinants:

1. The value is not altered if the rows are written as columns in the same order.

2. If all the elements of one row (or column) are multiplied by a factor \( k \), the value of the determinant is multiplied by \( k \).

3. If all the elements of a row or column are zero, the value of the determinant is zero.
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4. If any two rows or columns are interchanged, the value of the determinant is multiplied by -1.

5. If the corresponding elements of two rows or two columns are proportional, the value of the determinant is zero.

6. The value of a determinant is unchanged if the elements of a row (or column) are changed by adding to them any constant multiple of the corresponding elements of any other row (or column).

Expression for the inverse of a square matrix

The minor of an element of a square matrix has been defined above. The cofactor of an element is equal to the minor multiplied by the sign in front of it in the development of the determinant. The cofactor of \( a_{ij} \) denoted by \( A_{ij} \) is then

\[
A_{ij} = (-1)^{i+j}M_{ij}
\]  \hspace{1cm} (227)

If each element in the matrix is replaced by its cofactor and the transpose of the resulting matrix is taken, that matrix is called the adjoint of \( [A] \), \( \text{adj } [A] \). It can be shown that:

\[
[A]^{-1} = \text{adj } [A] / \det [A]
\]  \hspace{1cm} (228)

Clearly \( [A]^{-1} \) is not defined if \( \det [A] = 0 \). The matrix is then said to be singular.
Appendix 2

Isotropic Elasticity

Stresses

Across any plane imagined to exist in an elastic body under load, forces are transmitted between the two parts of the body that meet at that plane. If the conditions in the body are uniform, or we take the limit as the area of the plane passing through a given point in the body tends to zero, the ratio of the force perpendicular to the plane to the area of the plane is called the normal stress. The ratio taking the force parallel to the plane is called the shear stress. If we take planes normal to Cartesian axes, there are six components of stress usually denoted by: \( \sigma_x \), the normal stress on a plane perpendicular to the \( x \)-axis; \( \tau_{yx} \), the shear stress in the \( y \)-direction on a plane perpendicular to the \( x \)-axis; and \( \tau_{xz} \), the shear stress in the \( z \)-direction on a plane perpendicular to the \( x \)-axis. Similarly for \( \sigma_y \), \( \tau_{xy} \), \( \tau_{yz} \) the stresses on a plane perpendicular to the \( y \)-axis, and for \( \sigma_z \), \( \tau_{xz} \), and \( \tau_{zy} \). The directions conventionally taken for positive shear stresses are as shown in Figure 20. Tensile stresses are usually taken as positive.

Consider a volume defined by planes normal to the three axes. By taking moments for the equilibrium of the volume about each axis in turn, it can be readily shown that "complementary" shear stresses are equal to each other. That is:
If differently oriented Cartesian axes are chosen, the magnitudes of the stresses will, in general, alter. It is always possible to choose one set of axes such that the shear stresses become zero. The corresponding normal stresses are then called principal stresses and the directions are principal stress directions. There are some special conditions under which all directions are principal stress directions (hydrostatic stress) or all directions lying in a particular plane are principal stress directions.

![Diagram](image)

**Figure 21**: Forces in x-direction acting on faces of volume $dx, dy, dz$

In a region where the stresses are not constant, the variation in stress must satisfy the equilibrium conditions. These express the requirement that there should be no force on a body in the $x$, $y$, and $z$-directions (*Figure 21*). If $\sigma_x$ changes by $\frac{\partial \sigma_x}{\partial x} \delta x$ for a change $\delta x$ in $x$, and similarly for $\tau_{yx}$ and $\tau_{zx}$, then, summation of the forces in the $x$-direction gives:

\[
\delta x \left( \frac{\partial \sigma_x}{\partial x} \right) \delta y \delta z + \left( \frac{\partial \tau_{yx}}{\partial y} \right) \delta x \delta y \delta z + \left( \frac{\partial \tau_{zx}}{\partial z} \right) \delta x \delta z \delta x = 0
\]  

(230)
or
\[
\frac{\partial X}{\partial x} + \frac{\partial Y}{\partial y} + \frac{\partial Z}{\partial z} = 0
\] (231)

and similarly
\[
\frac{\partial X}{\partial y} + \frac{\partial Y}{\partial x} + \frac{\partial Y}{\partial z} = 0
\] (232)

and
\[
\frac{\partial X}{\partial z} + \frac{\partial Y}{\partial x} + \frac{\partial Z}{\partial y} = 0
\] (233)

where \(X, Y\) and \(Z\) are body forces, for example, gravity forces (per unit volume) acting respectively in the \(x\)-, \(y\)- and \(z\)-directions.

**Relationship between displacement and strain**

The strains used in the theory of elasticity are "infinitesimal" or vanishingly small quantities. Figure 22 shows a region before, \(ijkl\), and after, \(i'j'k'l\), deformation. The strain in the \(x\)-direction is defined as the change in length of a fibre parallel to the \(x\)-axis, divided by its original length. For the line \(ij\), then

\[
\varepsilon_x = \frac{j' - j}{j} = \frac{j'' - j}{j} = \frac{\partial u}{\partial x} = \frac{\partial y}{\partial x}
\] (234)

Similarly

\[
\varepsilon_y = \frac{\partial y}{\partial y}
\] (235)

The engineering shear strain, \(\beta_{xy}\), is defined to be the change in the right-angle \(lij\): that is, (Figure 22).

\[
\beta_{xy} = \alpha + \delta
\] (236)
Figure 22: Area of material subject to strain.

Now

\[ j''y'' = v_j - v_i = \frac{\partial v}{\partial x} \delta x \]  \hspace{1cm} (237)

Hence

\[ \beta = \tan \beta = \frac{j''y''}{i''j''} = \frac{j''y''}{i'y'} = \frac{\frac{\partial v}{\partial x} \delta x}{\delta x} = \frac{\partial v}{\partial x} \]  \hspace{1cm} (238)

Similarly

\[ \alpha = \frac{\partial u}{\partial y} \]  \hspace{1cm} (239)

and hence

\[ \kappa = \frac{\partial u}{\partial y} \frac{\partial v}{\partial x} \]  \hspace{1cm} (240)

Hence
Similarly in three dimensions:

\[
\begin{bmatrix}
\varepsilon_x \\
\varepsilon_y \\
\varepsilon_z \\
\gamma_{xy} \\
\gamma_{yx} \\
\gamma_{zz} \\
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial}{\partial x} & 0 & 0 \\
0 & \frac{\partial}{\partial y} & 0 \\
0 & 0 & \frac{\partial}{\partial z} \\
0 & \frac{\partial}{\partial y} & \frac{\partial}{\partial x} \\
0 & \frac{\partial}{\partial x} & \frac{\partial}{\partial z} \\
\frac{\partial}{\partial z} & 0 & \frac{\partial}{\partial x} \\
\end{bmatrix}
\begin{bmatrix}
u \\
v \\
\end{bmatrix}
\]

(242)

The quantity

\[
\omega = \frac{1}{2} \left( \frac{\partial u}{\partial y} - \frac{\partial v}{\partial x} \right)
\]

(243)

is the angular rotation of the region \(ijkl\).

**Compatibility equations**

In two dimensions, it can be seen that three quantities (the strains) depend only on two displacements \((u, v)\). There is therefore a constraint, represented by the compatibility equation, on the way in which the strains can vary with position. This condition is:

\[
\frac{\partial^2 \varepsilon_x}{\partial y^2}, \frac{\partial^2 \varepsilon_x}{\partial x^2} = \frac{\partial^2 \gamma_{xy}}{\partial x \partial y}
\]

(244)

as can be verified by substitution in terms of \(u\) and \(v\). In the derivation of the properties of finite elements based on displacements, the compatibility equations are automatically satisfied.
Relationship between stress and strain

Given the stresses $\sigma_x$, $\tau_{xy}$, etc., the strains in any of the axial directions are readily found by superimposing the strains in that direction produced by each stress acting individually. $\sigma_x$ will, for example, produce a strain in the $x$-direction of $\frac{\sigma_x}{E}$ (where $E$ is Young's modulus) and, in the $y$ and $z$ directions, strains of $-\frac{\nu \sigma_x}{E}$ (where $\nu$ is Poisson's ratio).

Hence

$$\varepsilon_x = \frac{\sigma_x}{E} - \frac{\nu}{E} (\sigma_y + \sigma_z)$$  \hspace{1cm} (245)

and similarly for $\varepsilon_y$ and $\varepsilon_z$ and

$$\gamma_{xy} = \frac{\tau_{xy}}{G}$$  \hspace{1cm} (246)

where $G$ is the shear modulus, or modulus of rigidity, which is equal to

$$G = \frac{E}{2(1 + \nu)}$$  \hspace{1cm} (247)

Plane stress and strain

Plane stress is a condition that would approximately exist in, for example, a thin plate subjected to in-plane forces applied to its edges. If the normal to the plate surface is taken to be the $z$-direction, then

$$\sigma_z = \tau_{zx} = \tau_{zy} = 0$$  \hspace{1cm} (248)

There are, however, strains in the $z$-direction, caused by the Poisson effect.

In plane strain, there are no strains in the $z$-direction

$$\varepsilon_z = \gamma_{zx} = \gamma_{zy} = 0$$  \hspace{1cm} (249)

but there must be a non-zero $\sigma_z$ to maintain this condition. Returning to plane stress, we have:
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Solving these equations for the stresses gives:

\[
\begin{align*}
\sigma_x &= \frac{E}{1-\nu^2}(\varepsilon_x + \nu \varepsilon_y) \\
\sigma_y &= \frac{E}{1-\nu^2}(\varepsilon_y + \nu \varepsilon_x) \\
\tau_{xy} &= G\gamma_{xy} = \frac{E}{2(1+\nu)}\gamma_{xy}
\end{align*}
\]

or

\[
\begin{bmatrix}
\sigma_x \\
\sigma_y \\
\tau_{xy}
\end{bmatrix} = \frac{E}{1-\nu^2}
\begin{bmatrix}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & \frac{1-\nu}{2}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_x \\
\varepsilon_y \\
\gamma_{xy}
\end{bmatrix}
\]

These equations were quoted in Section 2.4.

**Elastic stored energy**

Consider a set of stresses acting on a unit cube and that these increase proportionally to their final values \(\sigma_x, \tau_{xy}, \ldots\) producing strains of \(\varepsilon_x, \gamma_{xy}, \ldots\). Then, since unit length and unit area are considered, the force \(\sigma_x\) rises from zero to its final value as it moves through a distance \(\varepsilon_x\). The work that it does, which is stored in the deformed body as elastic energy, is

\[
U = \frac{1}{2} \sigma_x \varepsilon_x
\]

The total elastic stored energy is therefore

\[
U = \frac{1}{2} [\sigma]^T [\varepsilon]
\]

where
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\[
\begin{bmatrix}
\sigma_x \\
\sigma_y \\
\sigma_z \\
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\varepsilon_{zz} \\
\gamma_{xy} \\
\gamma_{yz} \\
\gamma_{xz}
\end{bmatrix}
= [D] \begin{bmatrix}
\varepsilon_x \\
\varepsilon_y \\
\varepsilon_z \\
\gamma_{xy} \\
\gamma_{yz} \\
\gamma_{xz}
\end{bmatrix}
\]  
(255)

In considering virtual work, one must remember that the stresses remain constant as the virtual strains are produced.

Hence the virtual work done is \[\{\sigma\}^T \{\varepsilon^v\}\].

where \[\{\varepsilon^v\}\] are the virtual strains.

**Symmetry of the elasticity matrix**

The elasticity matrix, \([D]\), relates the stresses to the strains for specific conditions of loading. To show that \([D]\) must be symmetrical, we note that

\[
\sigma_x = D_{11}\varepsilon_x + D_{12}\varepsilon_y + D_{13}\varepsilon_z + D_{14}\gamma_{xy} + D_{15}\gamma_{yz} + D_{16}\gamma_{xz}
\]  
(256)

and similarly for the other stresses.

Hence, for example,

\[
D_{11} = \frac{\partial \sigma_x}{\partial \varepsilon_x}
\]

\[
D_{12} = \frac{\partial \sigma_x}{\partial \varepsilon_y}
\]

\[
D_{13} = \frac{\partial \sigma_x}{\partial \varepsilon_z}
\]

(257)

etc. But, if \(U\) is the elastic stored energy per unit volume,

\[
\sigma_x = \frac{\partial U}{\partial \varepsilon_x}
\]  
(258)

and so

\[
D_{11} = \frac{\partial^2 U}{\partial \varepsilon_x^2}
\]  
(259)

Similarly,

\[
D_{12} = \frac{\partial^2 U}{\partial \varepsilon_x \partial \varepsilon_y}
\]  
(260)
and

\[ D_{x1} = \frac{\partial^3 U}{\partial e_x \partial e_x} \]

(261)

Hence \( D_{12} = D_{21} \). This result holds similarly for the other off-diagonal terms and \([D]\) must therefore be symmetrical. This result holds for both isotropic and anisotropic behaviour.
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Shape Functions

Displacement functions

The variable to be evaluated within an element can be expressed explicitly in terms of the nodal values by the use of shape functions (Section 2.3). An alternative procedure is to express the variable as a polynomial (or some other function) with coefficients to be determined from the nodal values. For example, for a three-noded triangular element, the variable \( \phi \) could be expressed as:

\[
\phi = a_1 + a_2 x + a_3 y
\]  

(262)

Since this expression must also hold for the nodal values:

\[
\begin{bmatrix}
\phi_1 \\
\phi_2 \\
\phi_3
\end{bmatrix} =
\begin{bmatrix}
1 & x_1 & y_1 \\
1 & x_2 & y_2 \\
1 & x_3 & y_3
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
a_3
\end{bmatrix}
\]  

(263)

or

\[
\{\phi\}^* = [H]\{a\}
\]  

(264)

so that

\[
\{a\} = [H]^{-1}\{\phi\}^*
\]  

(265)

In this way,

\[
\phi = [1 \times x\ y]\{a\} = [H]\{a\}
\]

(266)

Hence
First two members of the Lagrangian element family.

The shape functions obtained in this way are the same as the area coordinates used in previous sections.
Higher-Order Shape Functions

In the simplest case, the shape functions are linear functions of position, and the elements are termed linear elements. As \( N \) is allowed to vary in a more complicated way with position, the approximation can correspondingly represent a more complicated manner of variation in the field variable. Hence it becomes possible to use larger elements without impairing the validity of the solution. The amount of computation per element is increased but the total number of elements can be reduced. By means of suitable transformations, higher order elements can be used to model curved boundaries of two- or three-dimensional regions.

Certain requirements that shape functions must fulfil have been given in Section 2.3. The Lagrange polynomials form a family of functions satisfying these requirements. The Lagrange polynomial \( \mathcal{L}_i^n \), which is unity at node \( i \) at position \( x \) and zero at the remaining \((n-1)\) of a total of \( n+1 \) nodes, is given by:

\[
\mathcal{L}_i^n(x) = \frac{(x-x_0)(x-x_1)\ldots(x-x_{i-1})(x-x_{i+1})\ldots(x-x_n)}{(x_i-x_0)(x_i-x_1)\ldots(x_i-x_{i-1})(x_i-x_{i+1})\ldots(x_i-x_n)}
\]  

(268)

The first few members of this family are shown in Figure 23, for \( x_0 = -1, x_n = +1 \).

Let us consider the application of shape functions to a quadrilateral element. By means of suitable transformations (Appendix 4), we can transform an arbitrarily shaped quadrilateral to a square when plotted with the transformed coordinate axes \( \xi, \eta \) (Figure 24). The shape functions for the four-node quadrilateral are:

\[
\begin{align*}
N_1 &= \mathcal{L}_1^1(\xi)\mathcal{L}_0^1(\eta) = \frac{1}{2}(1-\xi)(1-\eta) \\
N_2 &= \mathcal{L}_0^1(\xi)\mathcal{L}_1^1(\eta) = \frac{1}{2}(1+\xi)(1-\eta) \\
N_3 &= \mathcal{L}_1^1(\xi)\mathcal{L}_0^1(\eta) = \frac{1}{2}(1+\xi)(1+\eta) \\
N_4 &= \mathcal{L}_0^1(\xi)\mathcal{L}_1^1(\eta) = \frac{1}{2}(1-\xi)(1+\eta)
\end{align*}
\]  

(269)
Because of the occurrence of a product term in $\xi\eta$ in these shape functions, the element is sometimes referred to as \textit{bilinear} rather than \textit{linear}. The next member in the family of Lagrange quadrilateral elements has nodes at the corners, midsides and also at the centre (b). The shape functions are:

$$N_{cm} = \phi^2_3(\xi)\phi^2_3(\eta)$$

where the values of $\alpha$ and $\beta$ are shown in Figure 24(b). For example:

$$N_1 = \phi^2_3(\xi)\phi^2_3(\eta) = \frac{1}{2}\xi(\xi-1)\frac{1}{2}\eta(\eta-1); \quad \alpha = \beta = 0$$

$$N_4 = \phi^2_5(\xi)\phi^2_5(\eta) = \frac{1}{2}(1+\xi)(1-\eta^2); \quad \alpha = 2, \beta = 1$$

However, the central node of this element is undesirable and the quadratic element of (c) is more commonly used. An element of this type is sometimes called a \textit{serendipity} element because its derivation is a matter of happy chance rather than the application of a systematic approach. The shape functions for the midsides nodes is fairly easily found: for example, for node 2, if we take
Figure 25 : Construction of quadratic shape functions.

For a corner node, the situation is rather more complicated. Figure 25(b) shows how the shape function is built up. The trial function

\[ N_c = 2L_0^2(\xi) \Psi_0^4(\eta) = \frac{1}{2} (1-\xi) \frac{1}{2} (1-\eta) \] (273)

is equal to 1 at node 1 and is equal to zero at all the other nodes except node 8, where \( N_c = 1/2 \). Subtracting \( 1/2 N_8 \) from \( N_c \) corrects this, so that:

\[ N_1 = 2L_0^2(\xi) \Psi_0^4(\eta) - \frac{1}{2} 2L_0^2(\xi) \Psi_0^4(\eta) \]

\[ = \frac{1}{4} (1-\xi)(1-\eta) - \frac{1}{4} (1-\xi)(1-\eta) \] (274)

The shape functions for the other nodes may now be readily found.
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Continuity of first derivatives

The shape functions referred to above provide $C^0$ continuity between elements: that is, the field variable is continuous between elements but its derivatives are not. In structural analysis, continuity of the first derivative ($C^1$ continuity) is required when rotation, in addition to displacement, is a nodal degree of freedom. Examples occur in the case of beam elements and shell elements.

Functions of this type may be expressed in terms of Hermitian polynomials.

If, for a straight two-noded beam element extending from $x = -1$ to $x = +1$, we express $w$ in terms of the displacements, $w_1$ and $w_2$, and the rotations, $\varphi_1$ and $\varphi_2$, at the ends of the beam element, then:

$$ w = \begin{bmatrix} N_1 & N_2 & N_3 & N_4 \end{bmatrix} \begin{bmatrix} w_1 \\ \varphi_1 \\ w_2 \\ \varphi_2 \end{bmatrix} = [N][\psi]^e $$

and

$$ \theta = \frac{dw}{dx} = \begin{bmatrix} \frac{dN_1}{dx} \\ \frac{dN_2}{dx} \\ \frac{dN_3}{dx} \\ \frac{dN_4}{dx} \end{bmatrix}^e $$

Since the nodal values are prescribed, it follows for $N_1$ that

For $x = -1$, $N_1 = 1$, $\frac{dN_1}{dx} = 0$ \hspace{1cm} (277)

and for $N_2$:

For $x = -1$, $N_2 = 0$, $\frac{dN_2}{dx} = 1$ \hspace{1cm} (278)

and similarly for $N_3$ and $N_4$.

The simplest polynomials satisfying these conditions are cubic. By solving for the coefficients, it is readily found that:
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\[ N_1 = \frac{1}{2} - \frac{3}{4}x + \frac{1}{4}x^3 \]
\[ N_2 = \frac{1}{4}(1 - x - x^2 + x^3) \]
\[ N_3 = \frac{1}{2} + \frac{3}{4}x - \frac{1}{4}x^3 \]
\[ N_4 = \frac{1}{4}(1 + x - x^2 - x^3) \]

(279)

These polynomials are plotted in Figure 26.

The consistent load matrix

The consistent load matrix is the matrix of forces applied to the nodes of a mesh to represent distributed loads or body forces. These are frequently not those that would have been expected intuitively.

If we make use of the principle of virtual work, then, in the case of a body subjected to distributed external forces, we impose a system of virtual displacements of the external forces, which produce virtual strains within the body. The work done by the external forces in moving through the virtual displacements is equated to the virtual increase in the elastic stored energy. But the distributed load has to be represented by nodal forces in the system of simultaneous equations:

\[ K \Delta a = \Delta f \]

(280)

where \( K \) is the global stiffness matrix, \( a \) is the vector of nodal displacements and \( f \) is the vector of nodal forces.

Hence the required nodal forces must perform the same work in the virtual displacements as would be done by the distributed load.

As an example, consider a uniformly distributed load, \( P \) per unit length, applied to one face of a plane stress quadratic element, Figure 26. If virtual displacements \( v_1^*, v_2^*, \) and \( v_3^* \) are applied to nodes 1, 2 and 3, the virtual work done by the distributed load is

\[ \int_a^b P(N_1 v_1^* + N_2 v_2^* + N_3 v_3^*) \, dx \]

(281)

\[ = P_1 v_1^* + P_2 v_2^* + P_3 v_3^* \]
where \( P_1, P_2 \) and \( P_3 \) are the required nodal forces.

Since the \( v \)'s are arbitrary:

\[
\begin{bmatrix}
 P_1 \\
 P_2 \\
 P_3
\end{bmatrix} = \int -x \begin{bmatrix}
 N_1 \\
 N_2 \\
 N_3
\end{bmatrix} dx
\]

(282)

In terms of \( x \), the shape functions determining the displacement of points along the boundary 123 of the element are

\[
N_1 = \frac{1}{2} \left( 1 - \frac{x}{a} \right) \left( \frac{x}{a} \right),
\]

(283)

\[
N_3 = \frac{1}{2} \left[ 1 - \left( \frac{x}{a} \right)^2 \right]
\]

(284)

and
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\[
N_\alpha = \frac{1}{2} \left( 1 + \frac{x}{a} \right) \frac{x}{a}
\]  

(285)

Performing the required integration gives

\[
P_1 = P_2 = \frac{1}{6} (2P_\alpha)
\]  

(286)

and

\[
P_3 = \frac{2}{3} (2P_\alpha)
\]  

(287)

where \(2P_\alpha\) is the total load applied to the boundary 123.

Other forms of loading, for example, a distributed load rising uniformly from zero at node 1 to node 2, are found by expressing \(P\) as an appropriate function of \(x\). Complicated distributions cannot, however, be realistically modelled without refinement of the mesh. Body forces require the integration to be performed over the volume of the element. The representation of distributed loads by nodal forces that are statically equivalent to the applied loads but differ from the consistent loads will adversely affect the finite-element analysis near to the region where the loads are applied, but not in regions that are more remote.
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Rotation of axes & Isoparametric elements.

Rotation of axes

It is sometimes convenient to use local Cartesian axes, differently oriented from the global Cartesian axes, in delineating some elements in a structure. It then becomes necessary to convert the properties obtained in the local axial system to those in the global system. In this Appendix, we shall deal with the effect of the rotation of axes on the components of stress, strain and the element stiffness matrix.

We shall consider old axes \( x, y \) and \( z \) and new axes \( \vec{x}, \vec{y} \) and \( \vec{z} \). In addition, we shall denote the direction cosine between the old \( x \) axis and the new \( x \) axis, \( a_{11} \), that between the old \( y \) axis and the new \( z \) axis, \( a_{23} \), and so on. Then the component of a vector \( F \) in the new \( \vec{x} \) direction is found by taking the resolved part of each component in the old axes in the new \( \vec{x} \) direction and is given by:

\[
F_x = a_{11} F_x + a_{21} F_y + a_{31} F_z
\]

or, for all the new components:

\[
\begin{bmatrix}
F_x \\
F_y \\
F_z
\end{bmatrix} =
\begin{bmatrix}
a_{11} & a_{21} & a_{31} \\
a_{12} & a_{22} & a_{32} \\
a_{13} & a_{23} & a_{33}
\end{bmatrix}
\begin{bmatrix}
F_x \\
F_y \\
F_z
\end{bmatrix}
= [R]\{F\}
\]

(289)

To find how the components of the stress change, consider the equilibrium of the volume shown in Figure 27. The oblique plane of unit area has a normal with direction cosines \( n_x, n_y \) and \( n_z \).
The areas of the faces OBC, OAB and OCA are respectively \( n_y, n_z \) and \( n_x \). Then, by equating the forces in the \( x, y \) and \( z \) directions acting on the oblique plane to the sum of the forces in these directions acting on the faces OBC, OAB and OCA, we obtain the following expression for the force \( F \) acting on the oblique plane:

\[
\{F\} = \begin{bmatrix}
F_x \\
F_y \\
F_z
\end{bmatrix} = 
\begin{bmatrix}
\sigma_x & \tau_{xy} & \tau_{xz} \\
\tau_{yx} & \sigma_y & \tau_{yz} \\
\tau_{zx} & \tau_{zy} & \sigma_z
\end{bmatrix}
\begin{bmatrix}
1 \\
1 \\
1
\end{bmatrix}
\]

or

\[
\{F\} = \{a\}[a]
\]

where, for the moment, the components of stress are shown as forming a symmetrical square matrix. In finite element calculations, it is more convenient to show these components as a six-member column matrix.

If each term in equation (291) is referred to the new axes, the same relationship must hold:

\[
\{\tilde{F}\} = \{\tilde{R}\}[\tilde{a}]
\]

It may be shown that \( \{R\} \) is an orthogonal matrix (that is, \( \{R\}^T = \{R\}^{-1} \), see Appendix 1). Equation (289) may therefore be written:

\[
\{\tilde{F}\} = \{\tilde{R}\}[\tilde{a}]
\]

and so

\[
\{\tilde{F}\} = \{\tilde{R}\}[\tilde{R}]
\]

Multiplying both sides of equation (292) by \( \{R\} \) and then substituting \( \{R\}^T\{n\} \) for \( \{a\} \) gives:
Comparing equation (295) with equation (291) we see that

\[ [\sigma] = [M] [\sigma'] \] (296)

and similarly

\[ [\tau] = [M]^T [\sigma] [M] \] (297)

Equations (296) and (297) show the transformation law for the components of stress. If \([\sigma]\) is written as the column vector

\[ (\sigma) = [\sigma_x \sigma_y \sigma_z \tau_{xy} \tau_{xz} \tau_{yz}]^T \] (298)

then we can write

\[ (\sigma) = [T'_c] (\sigma) \] (299)

where the matrix \([T'_c]\) is given by:

\[
\begin{bmatrix}
T_{11} & T_{12} & T_{13} & 2T_{11}T_{13} - T_{12}^2 & 2T_{12}T_{13} - T_{11}^2 & 2T_{13}^2 - T_{11}T_{12} \\
T_{21} & T_{22} & T_{23} & 2T_{21}T_{23} - T_{22}^2 & 2T_{22}T_{23} - T_{21}^2 & 2T_{23}^2 - T_{21}T_{22} \\
T_{31} & T_{32} & T_{33} & 2T_{31}T_{33} - T_{32}^2 & 2T_{32}T_{33} - T_{31}^2 & 2T_{33}^2 - T_{31}T_{32} \\
T_{11}T_{22} & T_{12}T_{22} & T_{13}T_{22} & 2T_{11}T_{22}T_{13} - T_{12}^2T_{22} & 2T_{12}T_{22}T_{13} - T_{11}^2T_{22} & 2T_{13}^2T_{22} - T_{11}T_{12}T_{22} \\
T_{11}T_{23} & T_{12}T_{23} & T_{13}T_{23} & 2T_{11}T_{23}T_{13} - T_{12}^2T_{23} & 2T_{12}T_{23}T_{13} - T_{11}^2T_{23} & 2T_{13}^2T_{23} - T_{11}T_{12}T_{23} \\
T_{11}T_{33} & T_{12}T_{33} & T_{13}T_{33} & 2T_{11}T_{33}T_{13} - T_{12}^2T_{33} & 2T_{12}T_{33}T_{13} - T_{11}^2T_{33} & 2T_{13}^2T_{33} - T_{11}T_{12}T_{33}
\end{bmatrix}
\]

(300)

Let us now examine how the components of strain change as the reference axes are rotated. The components of strain have been given in Appendix 2 as derivatives of the displacements in two dimensions. In three dimensions, the corresponding equations are:

\[ e_x = \frac{\partial u}{\partial x} \] (301)

\[ e_y = \frac{\partial v}{\partial y} \] (302)

\[ e_z = \frac{\partial w}{\partial z} \] (303)
Figure 28: Rectangle subject to uniform strain.

where \( u, v \) and \( w \) are the displacements in the \( x, y \) and \( z \) directions respectively.

\( Figure 28 \) shows a rectangle \( ABCD \) that has been subjected to uniform strain so that it has deformed to \( A'B'C'D' \). The deformed shape is shown in the unrotated condition. Then it is readily shown that 
\( C \), the point \((x, y)\) move to \( C' \), the point \((x + \Delta x, y + \Delta y)\), where \( \Delta x \) and \( \Delta y \) are given by:

\[
\begin{bmatrix}
\Delta x \\
\Delta y
\end{bmatrix} = \begin{bmatrix}
\varepsilon_x & \frac{1}{2} \gamma_{xy} \\
\frac{1}{2} \gamma_{yx} & \varepsilon_y
\end{bmatrix} \begin{bmatrix}
x \\
y
\end{bmatrix}
\]

Similarly in three dimensions we obtain:

\[
\begin{bmatrix}
\Delta x \\
\Delta y \\
\Delta z
\end{bmatrix} = \begin{bmatrix}
\varepsilon_x & \frac{1}{2} \gamma_{xy} & \frac{1}{2} \gamma_{xz} \\
\frac{1}{2} \gamma_{yx} & \varepsilon_y & \frac{1}{2} \gamma_{yz} \\
\frac{1}{2} \gamma_{zx} & \frac{1}{2} \gamma_{zy} & \varepsilon_z
\end{bmatrix} \begin{bmatrix}
x \\
y \\
z
\end{bmatrix}
\]
or

$$\{A\} = [a] \{x\}$$  \hspace{1cm} (309)

where the strains are for the moment written in the form of a square matrix. As with the stresses, it is convenient in the matrix manipulations in finite element work to use the strains in the form of column matrix,

$$\{e\} = \begin{bmatrix} e_x & e_y & \gamma_{yx} & \gamma_{xy} & \gamma_{xx} \end{bmatrix}^T$$  \hspace{1cm} (310)

Equation (288) must remain true when the displacement and position vectors are expressed in terms of the new coordinate system \(\bar{X}, \bar{Y}, \bar{Z}\), that is,

$$\{A\} = [\bar{a}] \{\bar{x}\}$$  \hspace{1cm} (311)

We may therefore proceed in a manner entirely equivalent to that used in deriving equation (297) to show that

$$\{\bar{e}\} = [\bar{a}]^T [a] \{e\} [a]^T$$  \hspace{1cm} (312)

When the strains are written as a column matrix, however, because of the way in which the shear strains were introduced into the matrix \([e]\), the transformation matrix is slightly different. If the matrix \([T_e]\) is written in the form of four 3x3 matrices:

$$[T_e] = \begin{bmatrix} T_{11} & T_{12} & T_{13} \\ T_{21} & T_{22} & T_{23} \\ T_{31} & T_{32} & T_{33} \end{bmatrix}$$  \hspace{1cm} (313)

then the matrix \([T_e]\) in the expression

$$\{e\} = [T_e] \{e\}$$  \hspace{1cm} (314)

becomes

$$[T_e] = \begin{bmatrix} T_{11} & \frac{1}{2} T_{12} \\ \frac{1}{2} T_{21} & T_{22} \end{bmatrix}$$  \hspace{1cm} (315)

**Principal stresses & strains**

*Principal stresses* are normal stresses acting in certain directions such that the corresponding shear stresses are zero. That is, the matrix \([\sigma]\), equation (291), is diagonalised and the off-diagonal terms are zero. Similarly, in the case of *principal strains*, the matrix \([\varepsilon]\), is diagonalised. Let us examine
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how rotation of the axes can bring this diagonalisation about.

In Figure 28, the oblique plane has unit area and the normal stress, \( \sigma_n \), on it is numerically equal to the normal force. Let us assume that the plane is so oriented that the normal force represents the entire force acting on the plane. Then the components of \( \sigma_n \) are given by

\[
\begin{bmatrix}
\sigma_{nx} \\
\sigma_{ny} \\
\sigma_{nz}
\end{bmatrix} = [\sigma] [n]
\]

But the components of a force of magnitude \( |F| \) whose line of action has direction cosines \( \{n\} = \{n_1, n_2, n_3\}^T \) are given by

\[
\begin{bmatrix}
F_x \\
F_y \\
F_z
\end{bmatrix} = |F| \begin{bmatrix}
n_1 \\
n_2 \\
n_3
\end{bmatrix}
\]

(317)

Applying the result of equation (317) to \( \sigma_n \) and using equation (316) gives:

\[
\sigma_n [n] = [\sigma][n]
\]

(318)

or

\[
\{[\sigma] - \sigma_n[I]\} [n] = 0
\]

(319)

where \( [I] \) is the 3x3 unit matrix. Equation (319) may be regarded as a set of three homogeneous simultaneous equations for the unknowns \( n_1, n_2, \) and \( n_3 \). There will be non-zero solutions for these unknowns (zero values of the \( n \)'s are not permissible, because \( n_1^2 + n_2^2 + n_3^2 = 1 \)) only if the determinant formed by the coefficients of the \( n \)'s is equal to zero:

\[
\det (\{[\sigma] - \sigma_n[I]\}) = 0
\]

(320)

This can be shown by solving two equations for the ratio, say, \( n_1/n_3 \), and then substituting this ratio into the third equation. Equation (320) is a cubic equation whose roots are the principal stresses, usually denoted by \( \sigma_1, \sigma_2, \) and \( \sigma_3 \) (see Appendix 2). With the coefficient of \( \sigma_n \) in equation (320) taken as 1, the coefficients of \( \sigma_1, \sigma_2, \) and \( \sigma_3 \) and the constant term must remain unaltered as the orientation of the axes is changed. They are therefore called the first, second and third invariants of stress. The values of \( \{n\} \) obtained by substituting the principal stresses in turn into equation (319) define the principal stress directions.

The principal strains may be found similarly (but remembering to use half the corresponding shear strains in the off-diagonal terms of the matrix \( [\varepsilon] \)). In an isotropic medium, the directions of principal stress and strain coincide.
Effect of rotation of axes on the stiffness matrix

The nodal forces acting on an element are related to the nodal displacements through the element stiffness matrix

\[ \{F\}' = [K]'\{v\}' \]  

(321)

This same relationship must hold in the new, rotated \( \bar{\bar{x}}, \bar{\bar{y}}, \bar{\bar{s}} \) axes:

\[ \{F\}' = [\bar{K}]'\{v\}' \]  

(322)

Since each nodal force and each nodal displacement will transform in accordance with equation (289), the vectors of force and displacement in the two sets of axes will be related thus:

\[ \{F\}' = [T]\{F\} \]  

(323)

\[ \{v\}' = [T]\{v\} \]  

(324)

where \([T]\) is a square matrix made up of \( n \times n \) submatrices, \([R]\) of equation (289), where \( n \) is the number of nodes in the element. Proceeding as in the derivation of equations (296) and (297), and noting that \([T]\) is orthogonal, we find that

\[ \{F\}' = [T]^T[K]'[T] \]  

(325)

and

\[ [K]' = [T][K][T]^T \]  

(326)

In the case when the field variable is a scalar quantity, for example, in heat conduction, the element stiffness matrix is unchanged by a rotation of the axes.

Isoparametric Elements

We shall consider a two-dimensional quadrilateral isoparametric elements in plane stress, but the methods may be extended straightforwardly to three-dimensions. Elements of this type use a set of transformed coordinate axes, \((\xi, \eta)\), so that all quadrilateral elements in the \( x, y \) plane map into the unit square in the \( \xi, \eta \) plane. The transformation of the axes is carried out using the same functions as the shape functions that describe the variation of the field variable, in this case, displacement. The shape functions are expressed explicitly in terms of \( \xi \) and \( \eta \). The coordinate transformation equations are:
where \( x \) and \( y \) are the nodal coordinates. Equation (327) gives \( x \) and \( y \) explicitly in terms of \( \zeta \) and \( \eta \) and, conversely, \( \zeta \) and \( \eta \) implicitly in terms of \( x \) and \( y \).

Consider a 4-noded quadrilateral element with shape functions given by equations (269). Then the shape function \( N_i \) will equal 1 at node 1 in the \( \zeta, \eta \) plane, and will equal zero at all the other nodes. From equation (327), the \( x, y \) coordinates corresponding to \( \zeta = -1, \eta = -1 \) are \( x, y \): that is, node 1 in the \( x, y \) plane transforms into node 1 in the \( \zeta, \eta \) plane. Similarly for the other nodes, as shown in Figure 24. In the case of an eight-noded quadrilateral, the midside nodes will map into the midside points of the unit square in the \( \zeta, \eta \) plane even if the quadrilateral element has curved sides.

Element Stiffness Matrix

The displacement of any point in the element is, of course, given in terms of the nodal displacements and the shape functions:

\[
\begin{bmatrix}
\mathbf{u} \\
\mathbf{v}
\end{bmatrix}
= 
\begin{bmatrix}
N_1 & 0 & N_3 & 0 & N_5 & 0 & N_6 & 0 \\
0 & N_2 & 0 & N_4 & 0 & N_7 & 0 & N_8
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}_1 \\
\mathbf{v}_1 \\
\mathbf{u}_2 \\
\mathbf{v}_2 \\
\mathbf{u}_3 \\
\mathbf{v}_3 \\
\mathbf{u}_4 \\
\mathbf{v}_4
\end{bmatrix}
\]

(328)

The strains are found by differentiating the displacements (equation (42)). In the same way that the strain matrix \( \mathbf{B} \) was obtained previously, we have

\[
\mathbf{B} = 
\begin{bmatrix}
\frac{\partial N_1}{\partial x} & 0 & \frac{\partial N_1}{\partial x} & 0 & \frac{\partial N_1}{\partial x} & 0 & \frac{\partial N_1}{\partial x} & 0 \\
0 & \frac{\partial N_2}{\partial y} & 0 & \frac{\partial N_2}{\partial y} & 0 & \frac{\partial N_2}{\partial y} & 0 & \frac{\partial N_2}{\partial y} \\
\frac{\partial N_3}{\partial y} & \frac{\partial N_3}{\partial x} & \frac{\partial N_3}{\partial y} & \frac{\partial N_3}{\partial x} & \frac{\partial N_3}{\partial y} & \frac{\partial N_3}{\partial x} & \frac{\partial N_3}{\partial y} & \frac{\partial N_3}{\partial x}
\end{bmatrix}
\]

(329)

Unfortunately, the \( N_i \)'s are functions of \( \zeta \) and \( \eta \) and not explicitly of \( x \) and \( y \). Some extra work has to be done to find the derivatives of the \( N_i \)'s with respect to \( x \) and \( y \) from their derivatives with respect to \( \zeta \) and \( \eta \). By using the chain rule, we can obtain
\[
\frac{\partial N_1}{\partial x} = \frac{\partial N_1}{\partial x} \frac{\partial x}{\partial x} + \frac{\partial N_1}{\partial y} \frac{\partial y}{\partial y}
\]
\[
\frac{\partial N_1}{\partial \eta} = \frac{\partial N_1}{\partial x} \frac{\partial x}{\partial \eta} + \frac{\partial N_1}{\partial \eta} \frac{\partial \eta}{\partial \eta}
\]

(330)

where the terms that have been underlined can be found directly, since both the \(N\)'s and the \(x\)'s and \(y\)'s are given explicitly in terms of \(\zeta\) and \(\eta\).

\[
\frac{\partial N_1}{\partial x} \quad \text{and} \quad \frac{\partial N_1}{\partial y}
\]

may be found by solving equation (330). Let us write the equation in the form:

\[
\begin{bmatrix}
\frac{\partial N_1}{\partial x} \\
\frac{\partial N_1}{\partial \eta}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial x}{\partial x} & \frac{\partial x}{\partial y} \\
\frac{\partial \eta}{\partial x} & \frac{\partial \eta}{\partial y}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial N_1}{\partial x} \\
\frac{\partial N_1}{\partial \eta}
\end{bmatrix}
\]

(331)

where \([J]\) is called the Jacobian matrix.

From equation (327), we have

\[
x = N_1 x_1 + N_2 x_2 + N_3 x_3 + N_4 x_4
\]

(332)

and hence

\[
\frac{\partial x}{\partial \eta} = \frac{\partial N_1}{\partial \eta} x_1 + \frac{\partial N_2}{\partial \eta} x_2 + \frac{\partial N_3}{\partial \eta} x_3 + \frac{\partial N_4}{\partial \eta} x_4
\]

(333)

Similarly

\[
\frac{\partial x}{\partial \eta} = \frac{\partial N_1}{\partial \eta} y_1 + \frac{\partial N_2}{\partial \eta} y_2 + \frac{\partial N_3}{\partial \eta} y_3 + \frac{\partial N_4}{\partial \eta} y_4
\]

\[
\frac{\partial y}{\partial \eta} = \frac{\partial N_1}{\partial \eta} y_1 + \frac{\partial N_2}{\partial \eta} y_2 + \frac{\partial N_3}{\partial \eta} y_3 + \frac{\partial N_4}{\partial \eta} y_4
\]

(334)

Hence the matrix \([J]\) may be written in the form:
By inverting the matrix $J$, equation (331) may be solved for $\frac{\partial N_1}{\partial x}$ and $\frac{\partial N_1}{\partial y}$:

\[
\begin{bmatrix}
\frac{\partial N_1}{\partial x} & \frac{\partial N_1}{\partial y} \\
\frac{\partial N_2}{\partial x} & \frac{\partial N_2}{\partial y} \\
\frac{\partial N_3}{\partial x} & \frac{\partial N_3}{\partial y} \\
\frac{\partial N_4}{\partial x} & \frac{\partial N_4}{\partial y}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial N_1}{\partial x} \\
\frac{\partial N_2}{\partial x} \\
\frac{\partial N_3}{\partial x} \\
\frac{\partial N_4}{\partial x}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{bmatrix}
\]  

(335)

In this way, the partial derivatives of all the shape functions with respect to $x$ and $y$ may be found, and so the matrix $[B]$ may be constructed.

As in the case of the linear triangular element, the element stiffness matrix is given by

\[
\]  

(337)

where the integral is carried out over the volume of the element, that is, over the area of the element multiplied by its thickness, $t$. We know $[B]$ as a function of $\zeta$ and $\eta$; if we can express $dx \, dy$ in terms of the corresponding changes in $\zeta$ and $\eta$, that is, if we can write

\[
dx \, dy = \left| \frac{\partial x}{\partial \zeta} \right| \, \left| \frac{\partial y}{\partial \zeta} \right| \, d\zeta \, d\eta
\]  

(338)

then the integral need be made only over the range of values of $\zeta$ and $\eta$, namely, $-1 \leq \zeta \leq +1$, $-1 \leq \eta \leq +1$. The change of the variable in a multiple integral involves the determinant of the Jacobian matrix:

\[
dx \, dy = \left| \begin{array}{cc}
\frac{\partial x}{\partial \zeta} & \frac{\partial x}{\partial \eta} \\
\frac{\partial y}{\partial \zeta} & \frac{\partial y}{\partial \eta}
\end{array} \right| \, d\zeta \, d\eta = \det J \, d\zeta \, d\eta
\]  

(339)

Hence
Appendix 4

$$\int_{-1}^{1} \int_{-1}^{1} f(x, y) \, dx \, dy$$

The integral has to be evaluated by numerical methods.